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Abstract–Accurate depiction of meteorological conditions, especially within the planetary 
boundary layer (PBL), is essential for fog forecasting. This study examines the sensitivity 
of the performance of the Weather Research and Forecast (WRF) model to the use of four 
different PBL schemes [Yonsei University (YSU), asymmetric convective model version 2 
(ACM2), quasinormal scale elimination (QNSE), and Mellor-Yamada-Nakanishi-Niino 
version 3.0 (MYNN3)]. For this case study we have taken the fog event occurred in 
November 23-24, 2020. Surface observed temperature and relative humidity, furthermore, 
sounding data are compared with the output of the 36 hours, high-resolution weather 
forecast. The horizontal extension of the simulated fog is compared with satellite 
observations. The visibility is calculated from the prognostic variables of drop number 
concentration and mixing ratio. The simulated visibility and fog duration are validated by 
the visibility and fog duration evaluated by ceilometer observations. Validation of 
thermodynamical values such as 2-m temperature and relative humidity reveals, that during 
most of the simulation time, the bias is significant between the simulated and observed 
data. Results show that the PBL parameterization scheme significantly impacts fog 
microphysics also. The QNSE scheme results in unrealistic early formation of the fog, and 
too large liquid water content. YSU and ACM2 simulated the duration of fog to be rather 
short comparing with the other two PBL schemes. The best fitting with observed data is 
found in the case of MYNN3 PBL schemes.   
 
Key-words: fog, WRF, planetary boundary layer, Goddard Chemistry Aerosol Radiation 
and Transport (GOCART)  
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1. Introduction 

Fog is a boundary layer weather phenomenon with tiny droplets of water or ice 
crystals formed near-surface in a diameter range of ~2–30 μm reducing the 
horizontal visibility in the atmosphere near the surface less than 1 km (Gultepe et 
al., 2007). Fog is one of the significant weather hazards that affects aviation, road 
transportation, economy, and public health worldwide. However, very few studies 
were carried out to understand the fog characteristics over Hungary. Csépl  et al., 
2019 investigated fog climatology and long-term trends in Hungary.  

Forecasting of fog remains a challenge because of diversity of processes 
including the drop formation on submicron size aerosol particles, turbulence, 
radiation, and soil effects. Although researchers carried out multiple field 
experiments and contributed progress in understanding fog processes, 
uncertainties remain in the physical mechanisms driving the fog variability. 
Noteworthy studies include campaigns in the Po Valley in Italy (Fuzzi et al., 
1998), Paris fog in France (Haeffelin et al., 2010), and winter fog experiments 
over New Delhi (Ghude et al., 2017).  

However, numerical models were also used to study fog to fill the 
inconsistencies between observational challenges. Conventional empirical 
models/techniques are not uncommonly accurate in the case of fog forecasting, 
and mesoscale weather prediction models could not yet adequately be developed 
for predicting fog and visibility conditions near the surface. There are many 
models available to simulate the weather, such as the U.S. Rapid Update Cycle 
(RUC) model (Benjamin et al., 2004), the Weather Research and Forecasting 
(WRF) model (Skamarock et al., 2008), the Consortium for Small Scale Modeling 
(COSMO) (Rockel et al., 2008), the Japan Meteorological Agency Non-
Hydrostatic Model (JMA-NHM) (Saito et al., 2006), and the Canadian Mesoscale 
Compressible Community (MC2) model (Benoit et al., 1997). Among all models, 
WRF is widely used to forecast the weather and also for research purposes (e.g., 
Geresdi et al., 2020; Horváth et al., 2007; Sarkadi et al., 2016).  

The WEF model has a broad spectrum of physical parameterizations 
representing the sub-scale cumulus formation, cloud microphysics, planetary 
boundary layer (PBL), atmospheric radiation, and land surface processes that 
account for the interaction between the atmosphere and the Earth's surface. The 
proposed parameterization options in WRF range from basic to more subtle and 
computationally costly systems that are revised permanently with newly 
updated/developed model versions. Depending on the model domain, spatial 
resolution, location, and application, researchers are published different 
simulation performances using various combinations of physical schemes to 
simulate atmospheric processes (e.g., Lábó and Geresdi, 2016; Thériault et al., 
2015). A wide range of WRF communities from all over the world made several 
sensitivity tests to perform weather simulations according to their requirements 
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and areas of interest (Chaouch et al., 2017; Horváth et al., 2009; Pithani et al., 
2019a, 2018a).  

Microphysical processes play a controlling role in the evolution of fog. 
Cloud microphysics is affected by aerosol particles through initiation of the liquid 
drop and ice formation. Increase of water-soluble aerosol concentration generally 
leads to increase of droplet concentration impacting both the lifetime and the 
efficiency of the precipitation formation (Twomey, 1984). Thompson and 
Eidhammer (2014a) introduced a new updated WRF microphysics scheme which 
allowed us to consider the temporal and spatial variability of aerosol particles 
evaluated by the Goddard Chemistry Aerosol Radiation and Transport 
(GOCART) model (Chin et al., 2002; Ginoux et al., 2001). The output of 
GOCART model includes mass mixing ratio of sulfates, sea salts, organic carbon, 
dust, and black carbon data.  

The processes occur in the planetary boundary layer (hereafter PBL) 
significantly impacting the characteristics of the fog (e.g., duration, visibility). 
Our understanding about the PBL processes and their effect on the fog are still 
incomplete. In this study, sensitivity test has been performed to compare the 
results of using different PBL parameterization schemes.  

2. Data and methods 

2.1. Observations 

For this modeling experiment we have taken the fog event occurred in the morning 
of November 24, 2020 as a case study. Fig. 1 shows the EUMETSAT satellite 
image of fog covered large part of Hungary at 07:10 on November 24, 2020 local 
time. At this time, fog covered the eastern and northwestern parts of Hungary.  

The time evolution of back scatter profiles observed by ceilometer over Pécs 
and Szeged are depicted in Fig.  2. Fig.  2 shows that while at Szeged fog existed 
during morning, and before noon fog lifted up due to solar radiation, at Pécs fog 
did not formed, only low level cloud was detected at late afternoon. The vertical 
extension of the fog changed between 80 and 100 m. Satellite image also shows 
the presence and absence of fog at the observational sites of Pécs and Szeged 
(Fig. 1). 
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Fig. 1. Satellite image of fog at 07:10 CET (06:10 UTC) on Nov 24,2020. [Square and star 
symbols shows Pécs and Szeged meteorological stations, respectively.]  

 
 

 
Fig.  2. Back scatter data from Pécs (a) and Szeged (b) on Nov 24, 2020. Time is depicted 
as month-day hour (in CET). 
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Black solid lines in Fig. 3 denotes the visibility calculated from ceilometer 
backscattered data over Szeged. Colored lines depict the time evolution of 
simulated visibility (at the first model level) using different PBL schemes.  

 

Fig. 3. Calculated visibility data from ceilometer backscattered data and model simulated 
visibility over Szeged. Note: data are plotted only at Szeged, because fog was not detected 
at Pécs. Time is depicted as month-day hour (in CET). 

 

 

Fig. 4. Time evolution of the surface meteorological parameters (temperature and relative 
humidity 2 m above the surface, and wind speed at the first model level) over Pécs and 
Szeged. Vertical, dotted lines for Szeged column indicate the detected fog period. Time is 
depicted as month-day hour (in CET). 
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Fig. 4 shows the diurnal cycle of temperature, relative humidity and wind 
speed at Pécs and Szeged. Calm winds, decreasing temperature, and increasing 
relative humidity are showing favorable conditions for fog formation both at Pécs 
and Szeged. Due to measurement errors in the instruments, the relative humidity 
sensors measure up to 95%, and they usually do not reach 100% (Gultepe, 2019, 
2007). However, fog was detected only over Szeged, where visibility decreased 
sharply early morning and became as low as 200 m at 04:30 UTC, indicating the 
formation of fog. The visibility increased sharply shortly at about 09:30 UTC in 
response to increasing temperature (Fig. 3).  

2.2. Model description 

Several sensitivity experiments have been accomplished to study how the 
accuracy of fog forecast depends on planetary boundary layer (PBL) schemes 
implemented in the WRF Advanced Research Core (ARW, V4.3). The horizontal 
extension of the model domain is 800 km × 740 km with horizontal spatial 
resolution of 2 km. The domain covers the whole territory of Hungary and some 
part of Hungary’s neighbor countries Austria, Croatia, Bosnia, Serbia, Romania, 
Ukraine, and Slovakia. We use Lambert coordinate configuration with center at 
47°N and 19°W to define the domain, and 61 vertical levels (18 levels below 
1000 m and 8 levels below 100 m). The large vertical spatial resolution under 
100 m allows to properly simulate the vertical structure of the fog and to resolve 
the inversion layer formed at the top of the fog. 

Meteorological initial and boundary conditions are provided by reanalysis 
products of the European Centre for Medium-Range Weather Forecasting 
(ECMWF). ERA5 data are operational global analyses available on 0.25°×0.25° 
grids with 1 h temporal resolution. For the mesoscale simulations, the 
geographical data for the land-use and topography are obtained from the standard 
U.S. Geological Survey dataset ( 

Fig. 5). Initial conditions at 18:00 UTC on November 23, 2020 are selected 
for simulation of the fog. 

The following parameterization schemes are set to simulate the different 
physical processes: (i) the rapid radiative transfer model (RRMTG) for both 
longwave radiation and shortwave radiation (Iacono et al., 2008); (ii) the 
Thompson aerosol aware two-moment bulk scheme for microphysics (Thompson 
and Eidhammer, 2014b), (iii) Noah land surface scheme to simulate the impact of 
the soil and land use (Chen and Dudhia, 2001). The advantage of the Thompson 
scheme (Thompson and Eidhammer (2014b), compared with other bulk 
microphysics schemes, is that it able to take into consideration the spatial and 
temporal variability of the concentration of aerosol particles impacting both the 
drop and ice formation. This microphysics scheme allows us to evaluate not only 
the liquid water content (hereafter LWC), but the number concentration of liquid 
drops explicitly as well.  The calculation of prognostic variable of number 
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concentration of liquid drops not only results in more reliable forecast for the fog 
formation, but also improve the accuracy of the evaluation of the visibility. 

 
 

 
Fig. 5. Topography of WRF model domain with observational sites (square indicates Pécs 
and star indicates Szeged). 
 
 
The PBL schemes and surface layer (SFC) formulations are set to be 

different in each experiment. PBL schemes parameterize turbulent vertical fluxes 
of heat, momentum, and components like moisture in the PBL. Because some of 
PBL schemes are suggested tightly coupled to particular surface layer schemes in 
WRF, it is not possible to have a common surface layer scheme for all 
experiments. In this case study, we utilized four PBL schemes, MYNN3.0 
(Nakanishi and Niino, 2006), YSU (Hong et al., 2006), QNSE (Sukoriansky et al., 
2005), and ACM2 (Pleim, 2007). The considered four PBL schemes and the 
coupled surface schemes are given in Table 1. Cohen et al., 2015 asserted that 
MYNN3.0 was reasonably good at the simulation of radiation fog development. 
The YSU scheme enhances mixing in the stable boundary layer by increasing the 
critical bulk Richardson number from 0 to 0.25 over land (Chen et al., 2020). The 
ACM2 scheme (Pleim, 2007) was elaborated to improve the shape of vertical 
profiles of temperature and dew point temperature near the surface. Both nonlocal 
schemes (YSU & ACM2) may result in strong vertical mixing, sometimes drier 
and warmer daytime PBLs. In the local scheme, the eddy diffusivity is determined 
independently at each point grid point, based on local vertical gradients of wind 
and potential temperature. The nonlocal scheme determines an eddy diffusivity 
profile based on a diagnosed boundary layer height and a turbulent vertical scale 
(Mihailovic, 2006). 
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Table 1. WRF model configuration and initial conditions 

Test Model specification 

Initial boundary conditions WRF-ECMWF 

Model domain and resolution 400 × 370 grid points (2 km) 

Land use and land category USGS 

Vertical resolution 61 vertical levels (18 levels below 1000 m and 8 levels 
below 100 m) 

Radiation scheme (LW & SW) RRTMG 

Microphysics scheme Aerosol-aware Thompson scheme 

Land surface physics Noah-mp land surface model 

PBL & Surface layer physics 1. YSU and MM5 (Monin-Obukhov scheme) 
2. Eddy-diffusivity mass flux (QNSE) and QNSE. 
3. MYNN3 and MYNN  
4. ACM2 and Pleim-Xiu 

Spin up 4 hours (model initialized at 18:00 hour UTC) 

 
 
 
 
Detailed descriptions of PBL schemes are given in the following sections. 

2.2.1. YSU 

The YSU scheme is a first-order nonlocal closure scheme (Hong et al., 2006). It 
utilizes a turbulence diffusion equation to derive prognostic flux variables within 
the mixed layer based on an eddy diffusivity coefficient and a counter gradient 
correction term. The counter gradient correction term accounts for the contribution 
of the large-scale eddies to the total flux. In the YSU scheme, entrainment is 
explicitly parameterized through an additional term in the turbulence diffusion 
equation. The scheme calculates the PBL height by considering bulk Richardson 
number (RiB) values calculated from the surface. Also, the YSU scheme is more 
effective at representing deep vertical mixing in buoyancy-driven PBLs with 
shallower mixing in strong-wind regimes (Hong et al., 2006). Also, it has been 
found that the depth of the PBL is overestimated for springtime deep convective 
environments, resulting in too much dry air near the surface and underestimation 
of convective available potential energy in the mixed layer.  



9 

2.2.2. ACM2 

The asymmetrical convective model version 2 (ACM2) scheme   is a first-order 
closure scheme (Pleim, 2007). It is a hybrid local - nonlocal closure scheme. In 
the ACM2 scheme, the upward fluxes from the surface interact with each layer to 
account for convective plumes emanating from the surface. On the other hand, the 
downward fluxes only interact between the adjacent layers. Eddy diffusion is 
treated locally for both upward and downward fluxes. The scheme utilizes only 
the local mixing for upward, and downward mixing for stable/neutral flow 
regimes. In ACM2, the calculation of the PBL height is based on the bulk 
Richardson number (RiB). It is determined as the height where the RiB calculated 
above the neutral buoyancy level is greater than a critical RiB value of 0.25. Pleim 
(2007a) indicated that the profile of potential temperature and velocity through 
the PBL are depicted with greater accuracy when both local and nonlocal 
viewpoints are considered regarding vertical mixing (ACM2); Pleim (2007) 
further validated the use of the ACM2 scheme owing to its support of PBL heights 
similar to those based on afternoon wind profiler data from radar. However, 
Coniglio (2012) reported that the scheme produces PBLs were too deep in the 
evening compared to sounding data.  

2.2.3. QNSE 

The quasi-normal scale elimination (QNSE) scheme is a 1.5-order local closure 
scheme (Sukoriansky et al., 2005). It is a spectral model designed for turbulent 
flows characterized by stable stratification. The scheme involves a quasi-Gaussian 
mapping of the velocity and temperature fields to account for wave phenomena 
in stable boundary layers. A stratification scale-dependent elimination algorithm 
explicitly accounts for the combined effect of turbulence and internal waves. As 
stratification increases, energy is accumulated in the horizontal flow components 
at the expense of the energy for the vertical flow components. The scheme 
calculates the PBL height as the height at which the TKE profile decreases to a 
value of 0.01 m2 s-2. The scheme provides realistic depiction of potential 
temperature profiles, PBL height, and kinematic profiles based on observational 
data and corresponding large eddy simulations (Cohen et al., 2015) for its 
designed environment (stable conditions). However, in the case of the less-stable 
PBL, QNSE depicts too cool, moist, and shallow PBL in the case of springtime 
convective environments. 

2.2.4. MYNN 

The Mellor-Yamada-Nakanishi-Niino Level 3 (MYNN) scheme is a second-order 
local closure scheme (Nakanishi and Niino, 2006). In the MYNN3 scheme, 
equations for stability and mixing length are based on the results of large eddy 
simulations rather than on observations. Compared with older versions (MJY, 
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MYNN2.5), MYNN3 more accurately portrays deeper mixed layers and 
reasonably depicts statically stable boundary layer simulations supporting 
radiation fog development (Nakanishi and Niino, 2006). However, just like the 
other local closure schemes, it still may not fully account for deeper vertical 
mixing associated with larger eddies and associated counter gradient flux 
correction terms (Cohen et al., 2015). 

The above sections reveal the major advantages and disadvantages of four 
different PBL schemes.  Further detailed information about all applied PBL 
schemes can be found in the following papers: Chaouch et al., 2017; Cohen et al., 
2015; García-Díez et al., 2013; Hu et al., 2010; Pithani et al., 2019a. 

3. Results 

3.1. Analysis of the model data  

Model (1st level) corresponding grid point 2 m temperature (hereafter T2) is 
evaluated for comparison with observation data measured at Pécs and Szeged 
locations (Fig. 6).  
 

 
Fig. 6. Time evolution of observed and simulated 2 m temperature and relative humidity 
weather stations of Pécs and Szeged. Black lines denote the observed values, colored lines 
correspond to the different PBL schemes (see the legend in (d)). Time is depicted as month-
day hour (in CET). 
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It was found, that the simulated T2 suffers from substantial warm and cold 
bias during most of the simulated time period (approximately 3–5 ºC; Fig. 6) 
independently of the applied PBL scheme. However, fog event was noticed in 
Szeged on November 24, 2020 between 04:30 – 09:30 UTC, and no fog event was 
noticed at the Pécs weather station (Fig.  2). Comparison of the observed and 
simulated time profiles of temperature (Figs. 6a and 6c) shows that the 
temperature was underestimated during middle nights by numerical simulation 
(independently of the applied PBL schemes), and it was overestimated during 
afternoon time at both Pécs and Szeged locations. However, all PBL schemes 
simulated well the change of the temperature during morning time, and the 
MYNN3 scheme was slightly better than others throughout the simulation period. 
While the calculated relative humidity was near to 100% during almost the whole 
simulated time period, the observed RH never reached this maximum value (note 
the observation error about RH). However, the decrease of simulated RH starts 
earlier, and it is steeper than the observed one.  

 
 

 

Fig. 7. Heat map of error statistics for the PBL sensitivity simulations over Pécs and Szeged 
for the observed fog period (see the vertical dashed line in Fig. 6). P-MAE indicates the 
mean absolute error over Pécs and P-RMSE indicates root mean square error over Pécs. 
S-MAE indicates the mean absolute error over Szeged and P-RMSE indicates root mean 
square error over Szeged.  
 
 
 
Fig. 7 shows the heatmap of calculated error statistics for the PBL 

sensitivities for the simulation of the fog period at Szeged and Pécs to reveal the 
performance of the model with each PBL and to identify the better performing 
schemes. Fig. 7 gives the mean absolute error (MAE) and root mean square error 
(RMSE) statistics for temperature, wind speed, and relative humidity at Pécs and 
Szeged. ACM2 PBL scheme produced comparatively better MAE and RMSE 
values for the temperature at both locations (Pécs: 0.94 and 1.54 °C, Szeged: 0.2 
and 0.85 °C) during the fog period. YSU scheme shows the largest of temperature 
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bias, and it results in the largest mean absolute error and root mean square error. 
In the case of relative humidity, ACM2 gave better result only with MAE and 
RMSE over Pécs, but YSU scheme has low MAE and QNSE has low RMSE value 
over Szeged. For wind speed, ACM2 has low MAE, and MYNN3 has low RMSE 
values over Pécs, and QNSE has low MAE and RMSE values in Szeged. The best 
fitting between the observed and simulated temperature and relative humidity 
occurs in the case of MYNN3 scheme.  

 

 

Fig. 8. Vertical profile of temperature and relative humidity before (a, d), during (b, e), and 
after (c, f) the over Szeged.   
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Fig. 8 shows the vertical profile of temperature and RH in three phases of 
the fog evolution such as before fog onset (November 24, 2020, 00:00 UTC), 
during the fog (November 24, 2020 06:00 UTC) and after the fog (November 24, 
2020, 10:30 UTC) at a grid point near Szeged. In Fig. 8a, 8d, the calculated 
vertical profiles of temperature and RH are compared with sounding profiles. (The 
observed profiles are plotted only in Fig. 8a, and 8d, because sounding data are 
available only at 00:00 UTC). The numerical simulation underestimates the 
temperature in the layer of 0 – ~200 m. While YSU and MYNN3 PBL schemes, 
similarly to the observed profile, result in strong inversion below 100 m from 
surface, ACM2 and QNSE PBL schemes perform inversion layer started above 
the surface. The RH is overestimated in each case in a very shallow layer of about 
50 m. The observation error can be significant when the atmosphere is near the 
saturation. 

 The applied PBL parameterization technique significantly impacts the 
vertical profiles during and after the fog. The nonlocal schemes (YSU and ACM2) 
result in shallower fog layer than the local schemes (QNSE and MYNN3). The 
layer characterized by 100% RH and altitude of the inversion layer is deeper in 
the case of the local PBL schemes than in the case of the nonlocal schemes 
(Fig. 8b and 8e). The altitude of the inversion layer should coincide 
approximately with the top of the fog. The plots about RH also support the above 
statements. During the fog event, the atmosphere is saturated near the surface, and 
the depth of the saturated layer correspond, to the altitude of inversion layer 
(Fig. 8e and 8b). The difference between the local and nonlocal schemes are more 
conspicuous if the RH profiles are compared in Fig. 8f.  

3.2. Liquid water content (LWC)  

The processes occur in PBL affect not only the dynamics and thermodynamics of 
the atmosphere, but also impact the fog microphysics. The most important 
characteristic of the fog is the amount of the condensed vapor that is the liquid 
water content (hereafter LWC). In this section the results about the sensitivity of 
the amount of LWC on the applied PBL schemes are presented. The objective is 
to determine which PBL scheme is able to simulate more accurately the 
characteristics (e.g., duration, visibility) of the fog.  

Fig.  9 and Fig. 10 show the PBL sensitivity results of simulated time series 
of the vertical profile of LWC at the grid points near the location of the 
observation at Pécs and Szeged. These plots clearly correspond to the back scatter 
data (Fig.  2). Over Pécs, both the observation and the numerical simulation 
exclude the fog formation during morning on November 24. At the location of 
Szeged, the WRF simulations with each PBL scheme produce fog during the early 
morning on November 24. The simulated onset time of the fog is not accurate 
comparing with the ceilometer data, and all the PBL schemes produced early fog 
onset at the first level of the model (Fig. 3 and Fig. 10). YSU and ACM2 schemes 
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produced less amount of LWC at fog onset (04:30 UTC). QNSE and MYNN3 
schemes produced significantly high amount of LWC at fog onset (04:30 UTC), 
and it is corresponding to low visibility (Fig. 3). However, numerical models 
forecast significantly earlier dissipation of the fog. The different PBL schemes 
result in fog with different lifetimes, LWCs, and thicknesses. YSU and ACM2 
schemes simulate significantly smaller LWC compared to QNSE and MYNN3 
schemes. The faster dissipation of the fog in the case of YSU and ACM2 schemes 
can be explained by the fact, that these schemes are characterized by producing 
warmer and drier daytime in the PBL (Cohen et al., 2015). QNSE scheme seems 
to overestimate both the LWC and the duration of the fog, as it depicts too cool, 
moist shallow PBL for simulations (Cohen et al., 2015; Sukoriansky et al., 2005). 
Our results support the results published by Nakanishi and Niino (2006), that 
MYNN3 PBL scheme reasonably depicts the formation of the statically stable 
boundary layer, which contributes to the reliable simulations of radiation fog. The 
LWC are integrated for the entire model domain (below 1000 m height) to analyze 
the impact of the different PBL schemes on the drop formation. Fig. 11 shows the 
histograms about the frequency of the LWC for different ranges of mixing ratios 
at the simulation time of November 24, 2020, 06:00 UTC. The height of the 
columns means the integrated LWC over the domain at each range of the mixing 
ratio. The most evident characteristics of the histograms that the QNSE scheme 
produces significantly larger amount of LWC in the last three ranges than the three 
other PBL schemes, and the MYNN3 scheme results in more liquid drops at the 
smaller ranges and less liquid in the larger ranges. 
 

 
Fig.  9. Time series of the vertical profile of LWC over Pécs in case of the four different 
PBL schemes. Time is depicted as month-day hour (in CET). 
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Fig. 10. Time series of the vertical profile of LWC over Szeged in the case of the four 
different PBL schemes. Time is depicted as month-day hour (in CET). 

 

 

 

 
Fig. 11. Histograms of the domain integrated LWC at different ranges at the simulation 
time of November 24, 2020, 06:00 UTC (approximately at the middle of the fog period). 
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Fig12 shows the spatial distribution of LWC at the first level of the model in the 
case of the different PBL schemes at November 24, 2020, 06:00 UTC.  All the 
schemes produced LWC over a relatively large area in the eastern and 
northwestern parts of Hungary. The numerical simulation using MYNN3 PBL 
scheme gives the best agreement with the satellite observation (Fig. 1). While 
QNSE scheme produces large values of LWC and overestimate the horizontal 
extension of the fog, the YSU and ACM2 schemes underestimate the horizontal 
extension of the fog near the southern border of Hungary.  

 

Fig. 12. Spatial distribution of LWC at November 24, 2020 06:00 UTC at the altitude of 6 m. 
 
 

3.3. Visibility calculation 

The forecast of the visibility is one of the largest challenges for meteorologists. 
As it was presented above, the LWC is impacted not only by the cloud 
microphysics, but the accurate simulation of PBL processes is also required. Even 
more, although the impact of the soil or that of the radiation has not been studied 
in this research, they also play important role in the fog evolution. Another issue 
is that the visibility can be evaluated accurately if the size distribution of the drops 
in the fog is available. Unfortunately, the implementation of a bin microphysical 
scheme in the operational weather forecast numerical model is not an option. So, 
a parameterized formula should be applied to estimate the visibility.  Two-
moment bulk microphysical schemes, which predict both the number 
concentration of liquid drops and LWC, allow a more sophisticated evaluation of 
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the visibility than the one-moment schemes (they forecast only the LWC). 
Gultepe et al. (2006) asserted that the evaluation of visibility without taking into 
consideration of the variability in drop concentration could cause 50% uncertainty 
in the estimation of the visibility. In this study we calculate visibility by 
substituting the forecasted LWC and drop concentration in the equation as follows 
(Song et al., 2019): 
 

 ( )0.52
0.511

d

Vis
LWC N

=
× , (1) 

 
where Nd is the drop concentration. Fig. 13 shows the calculated ground (first 
model) level spatial visibility at November 24, 2020, 06:00 UTC. It has to be 
noticed, that the spatial distribution is corresponded with the satellite image.  

 

Fig. 13. Spatial distribution of visibility over 6 m height (first model level) at November 
24, 2020. 06:00 UTC. 

 

Fig. 3 shows the time evolution of the observed and simulated visibility. All 
PBL schemes results in early onset of fog (Fig. 3), even more, QNSE scheme 
produced visibility less than 200 m at model fog onset and started to increase the 
visibility at fog onset observed. Both nonlocal schemes (YSU and ACM2) 
produced visibility greater than 500 m at model fog onset which started to 
decrease significantly after fog onset observed. Among all PBL schemes MYNN3 
results in significant decrease of visibility slightly before the observed fog onset 
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(04:30 UTC) and maintained low visibility until the hours of the fog, resulting in 
earlier dissipation comparing with other observations (Fig. 3).  

4. Discussion and conclusion  

The main aim of this study was to better understand the capability of the WRF 
model to simulate the fog lifecycle for an extremely fog event that occurred in the 
time period of 04:30 UTC - 09:30 UTC on November 24, 2020. Detailed PBL 
sensitivity experiments have been accomplished by using numerical mesoscale 
model (WRF) to understand the model ability for fog prediction. A novel 
microphysical module, the GOCART–Thompson scheme, was implemented into 
WRF-ARW to couple the GOCART aerosol model to the aerosol-aware 
Thompson–Eidhammer microphysics scheme (Thompson and Eidhammer, 2014). 
The results of four different PBL schemes have been compared. These schemes 
involve different parameterizations for the turbulence which contributes to the 
mixing of heat and moisture. The model data are compared with observational 
data such as surface temperature, backscatter data from ceilometer measured at 
two locations, Pécs and Szeged, furthermore, with radio sounding data at Szeged. 
In agreement with the observations the numerical models, independently off the 
applied PBL schemes, provide fog at Szeged, do not provide fog at Pécs. Strong 
impact of the boundary layer processes on fog microphysics is proved by 
comparing the LWC calculated by using different PBL schemes. Unfortunately, 
observation data on the LWC is not available for this fog event. So, comparison 
of the satellite observations and the visibility data (it depends on both the drop 
concentration and LWC) with the model results, allows us to validate the 
simulated values. The QNSE results in unrealistic such as early fog formation, 
high amount of LWC and underestimated visibility at fog onset. The numerical 
models are not able to forecast the duration (too early onset and early dissipation) 
of the fog, independently which PBL schemes are used (Fig. 4g). Fig. 4g shows 
that all the PBL schemes are simulated early onset fog over Szeged, and indicates 
that no particular scheme is suitable fog forecasting. Based on our simulations, 
previous publications (Pithani et al., 2019b, 2018b; Smith et al., 2021) and the 
calculated characteristics, the MYNN3 scheme is suggested to use for the 
numerical forecast of the fog.   

Thermodynamics and dynamics occur in PBL play fundamental role in fog 
formation. In this research, a sensitivity test was accomplished to study how the 
parameterization of PBL processes impact the accuracy of fog forecast.  

The conclusions of the PBL sensitivity experiment are as follows: 

• The parameterization of the PBL schemes significantly impacts the fog 
microphysics, especially the amount of LWC. While the QNSE scheme 
results in unrealistic early formation of the fog (and too large LWC), the 
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duration of the fog is rather short if the nonlocal schemes (YSU and ACM2) 
are applied. Although even the MYNN3 scheme results in too early 
dissipation of the fog, the results suggest that the MYNN3 scheme is well 
suitable for fog prediction over Hungary.  

• Unfortunately, all the simulation results (independently of the applied PBL 
scheme) show, that the dissipation of the fog starts too early (Pithani et al., 
2019c, 2018b).  The reason of this is not known. Because not only PBL 
processes, but the interaction between the atmosphere and the soil, and the 
effect of the radiation can be also decisive, further research is required to 
solve this problem. 
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Abstract— In this study, the trend of mean seasonal and annual temperatures of the 
Southern Hemisphere was calculated based on the HadCRUT5 and NASA-GISS data 
networks, for the period 1901–2021 and 1951–2021. In order to determine the possible 
effects on temperature, man, or nature, the relationship with CO2 concentration, GHG 
(greenhouse gases) radiation exposure, and teleconnections ENSO (El Niño Southern 
Oscillation) and AAO (Antarctic Oscillation) was examined. The obtained results indicate 
that there is a significant increasing trend of seasonal and annual temperatures in the 
Southern Hemisphere, which intensified in the period between 1951 and 2021 (from 0.11 
to 0.12 °C per decade). According to climate models, one of the indicators of the 
dominance of the anthropogenic greenhouse effect is the polar amplification (more 
intense temperature rise going from the equator to the poles). However, polar 
amplification was not recorded in the Southern Hemisphere, due to the fact that there was 
the smallest increase in temperature in the belt between 44°S–64°S. Moreover, in the 
mentioned zone, the positive trend was smaller in the period between 1951 and 2021 than 
in the period between 1901 and 2021, which was not to be expected. Nevertheless, the 
Southern Hemisphere temperature showed a statistically significantly strong correlation 
with the concentration of CO2

 observed at the Mauna Loa station. It was also found that 
there is a significant relationship between the energy impact of greenhouse gases and the 
Southern Hemisphere temperature, which is logical, because with the growth of GHG, 
positive radiative forcing increases. When it comes to the impact of telecommunications, 
both considered teleconnections (ENSO and AAO) have an impact on changes in the 
temperature of the Southern Hemisphere. 

 
Key-words: temperature trend, Southern Hemisphere, GHG, radiative forcing, ENSO, 
AAO 
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1. Introduction 

Compared to previous announcements of the Intergovernmental Panel on 
Climate Change (IPCC), the Sixth Assessment Report with a high degree of 
certainty confirms the dominance of the anthropogenic factor on the climate. 
The report emphasizes that people are certainly causing global warming. In 
other words, human impact is primarily related to the excessive combustion of 
fossil fuels, which increases the concentration of greenhouse gases, primarily 
carbon dioxide (CO2), in the atmosphere. The Paris Agreement, adopted in 2015, 
aimed to limit global warming to below 2 degrees, i.e., to increase the global 
average temperature by 1.5  °C by the end of this century compared to the pre–
industrial level. If the global temperature rises by 2 degrees or more compared to 
the pre–industrial period, irreversible and possible large negative changes in 
natural and human systems can be expected according to the models (IPCC, 
2021). 

However, the aforementioned IPCC Report says that the increase in global 
temperature of 1.5 °C will be exceeded in the next 20 years (until 2040), because 
the growth of atmospheric CO2 concentration has not stopped. According to 
official data provided by the NOAA, the average annual value of CO2, obtained 
from measurements at the Mauna Loa Observatory (Hawaii), for 2021 was 
416.45 ppm. Despite the decline in human activity over the past two years due to 
the COVID–19 pandemic, global temperature and CO2 concentrations continued 
to rise (Fig. 1). Since the beginning of the Industrial Revolution (1750s), the 
concentration of CO2 (47%) and methane (CH4, 156%) has been exceeded by 
far, and the increase in nitrogen suboxide (N2O, 23%) is similar to the increase 
which occurred between the glacial and interglacial periods, in the last 800,000 
years (very high increase). The IPCC Report further points out that of the total 
anthropogenic CO2 emissions, 91% originate from the combustion of fossil 
fuels, and 9% arise as a result of excessive land use. Of the total amount of CO2 
emitted, about 56% is absorbed by the oceans and land (mainly vegetation), and 
the rest (about 46%) accumulates in the atmosphere. Individually, vegetation 
absorbs slightly more CO2 (30%) than the oceans (26%). Ocean acidification is 
very likely to lead to the extinction of many marine life. Most of the heat energy 
from the atmosphere is absorbed by the oceans – it is estimated that 80–90% of 
the heat of the climate system is absorbed by the oceans. Thus, study shows an 
increase in the average temperature of the World Sea to a depth of 3000 m, and 
that up to a depth of 100 m, the water temperature has risen by 0.33 °C since 
1969 (IPCC, 2021). 
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Fig. 1. Average values of global temperature and atmospheric concentration of carbon 
dioxide in the period from 1959 to 2021. 
 
 
 
Recently, Morice et al. (2021) and Osborn et al. (2021) updated the global 

data of the HadCRUT network (Hadley Center and the Climatic Research Unit at 
the University of East Anglia). Based on the mentioned data set, the new version of 
HadCRUT5, it has been concluded that 2016 was the warmest year on our planet 
since the beginning of the instrumental period (since 1880), with an average 
deviation of 0.93 °C. During 2015 and 2016, especially in the winter, the strongest 
El Niño since 1870 was recorded, and this certainly had an impact on global 
temperature. The year 2020 (+0.92 °C) was the second warmest, while 2021 was 
the same as 2018, so they share the 6th and 7th places on the list of the warmest 
years, with a deviation of 0.76 °C. On the other hand, the IPCC (2021) points out 
that 2020 was the warmest year in the world and in Europe. In 2020, the global 
temperature was 1.1 °C higher than in the pre–industrial period. When it comes to 
changes in precipitation, the IPCC points out that the global amount of precipitation 
has probably increased since the 1950s, and that the increasing trend has been more 
intense since the 1980s. In any case, the IPCC believes that the human factor 
"extremely likely" contributed to global warming and changes in rainfall, and that 
modern climate change has led to more frequent and intense extreme events: heat 
waves, heavy rains, droughts, storms, fires, tropical hurricanes, etc. 

In general, global temperatures have been rising since the mid–20th 
century, there is no doubt about that. The IPCC and most of the scientific 
community members believe that global warming is a consequence of the 
anthropogenic greenhouse effect and that there is a climate crisis. Although 
taking place at different time intervals, many researches point out that 
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anthropogenic climate change and COVID–19 are currently the biggest problems 
of today (Vinaya Kumar et al., 2017; Klenert et al., 2020; Phillips et al., 2020; 
Schmidt, 2021; IPCC, 2021; Feldman and Hart, 2021; Geiger et al., 2021; 
Meijers et al., 2021). The solution to the climate crisis is to stop the 
anthropogenic emissions of CO2 and other gases that pollute the atmosphere, 
i.e., to decarbonize the global economy, which means stopping the burning of 
fossil fuels and switching to the use of so-called green energy (Waldhoff and 
Fawcett, 2011; Friman and Hjerpe, 2015; Yang et al., 2019; Wei et al., 2020; 
IPCC, 2021; Murali et al., 2021). It should be noted that higher temperatures 
also mean excess energy in the atmosphere, and it is very likely that more 
frequent weather and climate extremes occur as a consequence of the release of 
that excess energy (Buri  et al., 2011). Thus, it is generally known that most of 
the scientific community and public opinion believe that global warming is a 
consequence of the anthropogenic greenhouse effect, but there are many authors 
who point out that changes in temperature, precipitation, clouds, and other 
climatic elements can be attributed to natural factors, i.e., variations in 
atmospheric oscillations (e.g., Buri  et al., 2018, 2019, 2021; Tosunoglu et al., 
2018; Serykh and Sonechkin, 2020; Buri  and Stanojevi , 2020; Han and Sun, 
2020; Mihajlovi  et al., 2021). 

When it comes to the impact of variations in ocean–atmosphere oscillations 
(common name for teleconnection) on weather and climate, much more work is 
focused on the Northern Hemisphere. Therefore, the aim of this paper is to 
investigate the dynamics and possible causes of temperature change in the Southern 
Hemisphere region. The two oscillations that are, among others, spatially related to 
the Southern Hemisphere are the El Niño–Southern Oscillation (ENSO) 
phenomenon and the Antarctic Oscillation (AAO). However, the ENSO 
phenomenon has an impact on a global scale as well. All oscillations have a 
positive and negative phase. When a certain phase dominates, in some areas it is 
warmer, and in others it is colder, i.e., in some places it is wetter, while in other 
parts there is less precipitation compared to the usual state. One of the most well-
known interactive connections between the ocean and the atmosphere is the 
occurrence of ENSO, which refers to periodic changes in water temperature in the 
central and eastern areas of the tropical Pacific Ocean. In the time intervals ranging 
from about three to seven years, surface water temperatures in the tropics of the 
Pacific Ocean increase (El Niño) or decrease (La Niña) by 1–3 °C, compared to the 
normal (Duci  and Lukovi , 2005; Zubair et al., 2007; Buri  et al., 2011). 

The Antarctic Oscillation (AAO) is the dominant pattern of non-seasonal 
variations of tropospheric circulation south of 20°S latitudes, and is 
characterized by anomalies of surface pressure of opposite sign compared to the 
usual state between two dipoles – one above Antarctica and the other in the zone 
between 40–50°S (Thompson and Wallace, 2000; Thompson et al., 2000). 
Typical fluctuations in the altitude of AAO are associated with anomalies 
greater than 30 m above the pole and the opposite sign of 5–10 m magnitude 
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across the width of New Zealand. The AAO counterpart in the Northern 
Hemisphere is the Arctic Oscillation (AO). AAO is also called Southern 
Annular Mode (SAM). Some authors believe that there is a link between ENSO 
and AAO (e.g., González–Reyes and Muñoz, 2013), and these two patterns have 
a link to the Pacific Decadal Oscillation (Boisier et al., 2018). In essence, AAO 
refers to strong winds orbiting Antarctica. When they are strong, which is 
characterized as a positive phase of AAO (AAO+), cold air does not descend to 
lower latitudes, air pressure over Antarctica is lower, so the southwest winds 
(SWW) and southern subtropical front (STF) are stronger and shifted to the pole. 
During AAO+, Antarctica is colder than usual, especially the eastern part (the 
Ross Sea ice and the Marie Byrd Land). Also, AAO+ usually lowers 
temperatures on the continents of the Southern Hemisphere, especially in the 
south of Argentina. As for precipitation, during AAO+, the western part is 
wetter, and the eastern part of Antarctica is drier. During the negative phase 
(AAO–), the strong Antarctic vortex weakens, while the cold air descends 
further south and brings a drop in temperature in the middle latitudes. At that 
time, the temperature and the pressure in Antarctica were higher, and a bigger 
part of the continent received less rainfall than usual (Carvalho et al., 2005), 
while SWW and STF shifted to lower latitudes (Fig. 2). Baldwin and Dunkerton 
(2001) emphasize that the vortex ring around the South Pole (AAO) is wider and 
stronger than above the North Pole (AO). This is explained by the fact that there 
are large land masses in the Northern Hemisphere, which do not allow the polar 
air ring to expand and strengthen as in the Antarctic region. 

 
 

 
Fig. 2. Positive and negative phase of the Southern Annular Mode (SAM) 
(https://www.antarcticglaciers.org/glaciers-and-climate/changing-antarctica/southern-
annular-mode/). 
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2. Databases and methodology 

Because there is no single index, many researchers use multiple indicators to 
diagnose ENSO events (Charles et al., 1997; Hasegawa and Hanawa, 2003; van 
Oldenborgh and Burgers, 2005; Bonham et al., 2009; Alampay and dela Torre, 
2019). Data for water surface anomalies in the equatorial Pacific are available 
for 4 regions (Fig. 3), which are designated as: Ninjo 1+2 (0–10°S, 90°W–
80°W), Ninjo 3 (5°N–5°S, 150°W–90°W), Ninjo 4 (5°N–5°S, 160°E–150°W), 
and Ninjo 3.4 (5°N–5°S, 170–120°W). Positive values of the SST–ENSO (sea 
surface temperature -ENSO) index indicate the occurrence of El Niño (higher 
water temperature), and negative deviations of this indicator indicate La Niña 
(lower water temperature in the equatorial part of the Pacific). Differences in 
water temperature in relation to the usual state cause changes in air oscillation 
(Southern Oscillation). Thus, this phenomenon is collectively called ENSO. 
 
 

 

Fig. 3. Regions of the equatorial Pacific for wich SST-ENSO anomalies are monitored 
(Zubair et al., 2007).  

 

 

There are several indices for AAO as well (Garreaud et al., 2009; Villalba 
et al., 2012; Boisier et al., 2018). For example, one indicator of AAO variability 
is the change in ground pressure (Gong and Wang, 1999; Marshall, 2003). Other 
indices are related to the variations in geopotential heights of 850, 700, and 
500 hPa. Based on data on geopotential altitudes, the National Centers for 
Environmental Prediction (NCEP) and the National Center for Atmospheric 
Research (NCAR), at NOAA, using a special so–called rotating technology, 
calculated AAO indices in the range between 20°–90°S.  

For the purposes of this paper, a Southern Hemisphere temperature 
database of the latest versions of HadCRUT5 and NASA–GISS was formed. For 
ENSO we used data from the Ninjo 3.4 region (otherwise the most frequently 
used index when it comes to this teleconnection), and for AAO we used the 
ground pressure variability index and the index of changes in geopotential 
altitudes of 850 and 700 hPa, as well as the SAM (SAMI) index which 
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represents a modification of the AAO index. We also used data on atmospheric 
CO2 concentration, the energy impact of greenhouse gases (GHG) in W/m2 
(radiation forcing), and the Annual Greenhouse Gas Index (AGGI) on 
temperature. AGGI was introduced by NOAA, and calculations have been 
performed since 1979 (Hofmann et al., 2006). 

Monthly AAO is defined as the difference in normalized monthly zonal 
mean sea level pressure (SLP) between 40°S and 70°S (Nan and Li, 2003), while 
SAM (Southern Annular Mode) is a modification of the AAO index defined by 
Gong and Wang (1999), as a difference in the normalized mean zonal SLP 
between 40°S i 65°S. Thus, the southern dipole at SAMI is somewhat more to 
the north compared to AAO. Table 1 contains lists and sources of data used. 

 
 
 
 
Table 1. Lists and data sources for the variables used 

Variable Source Unit Period 

HadCRUT5 https://crudata.uea.ac.uk/cru/data/temperature/#datdow °C 1901–2021 
NASA–
GISS 

https://data.giss.nasa.gov/gistemp/graphs_v4/ °C 1901–2021 

CO2 https://gml.noaa.gov/webdata/ccgg/trends/co2/co2_mm
_mlo.txt 

ppm 1959–2021 

CO2, CH4, 
N2O, CFCs 
(AGGI) 

https://gml.noaa.gov/aggi/aggi.html W/m2 1979–2020 

NINO3.4 https://psl.noaa.gov/gcos_wgsp/Timeseries/Nino34/ °C 1901–2021 
AAO–slp https://psl.noaa.gov/data/20thC_Rean/timeseries/monthl

y/AAO/ 
hPa 1901–2012 

AAO–850 http://research.jisao.washington.edu/data/aao/ gpm 
(geopotential) 

1948–2002 

AAO–700 https://www.cpc.ncep.noaa.gov/products/precip/CWlin
k/daily_ao_index/aao/aao.shtml 

gpm 
 

1979–2021 

SAM–slp http://www.nerc-
bas.ac.uk/public/icd/gjma/newsam.1957.2007.seas.txt 

hPa 1957–2021 

 
 
 
 

According to the recommendation of the World Meteorological Organization 
(WMO, 1966), as well as others (e.g., Mondal et al., 2012), we used the 
nonparametric Sen method in order to calculate the trend, and its significance was 
tested by the Mann–Kendall test (Mann, 1945; Kendall, 1975; Salmi et al., 2002). 
Significance of the trend was assessed at the risk level of 0.001, 0.01, 0.05, and 0.1 
(degree of hypothesis accuracy of 99.9, 99, 95, and 90%). The Pearson's correlation 
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coefficient was calculated in order for the the relationship between the Southern 
Hemisphere temperature and ENSO, i.e., AAO (SAM) to be examined, while 
statistical significance was tested using a student test at the hypothesis level of 95% 
(p<0.05) and 99% (p<0.01). Estimates of the considered variables were made on 
annual and seasonal levels. 

3. Results 

3.1.  Southern Hemisphere temperature trend 

According to HadCRUT5 data, the results of trend calculations indicate that in 
the previous 121 years (1901–2021), the mean temperature in the Southern 
Hemisphere increased, both annually and seasonally (Fig. 4). Trend values are 
uniform and range from 0.08–0.09 °C/decade. Both annual and seasonal values 
show a statistically significant trend of increasing temperature at the risk level of 
p<0.001 (the highest degree of accuracy of the hypothesis of 99.9%). The trend 
is also calculated for the period from 1951 to 2021 and the same qualitative 
results were obtained, but there is a greater trend of increasing temperature 
(0.11–0.12 °C/decade). In other words, the temperature in the Southern 
Hemisphere has been increasing more intensely since the middle of the 20th 
century, but the increase in temperature of the Northern Hemisphere is still 
larger (about 0.19 °C/decade).  

For the NASA–GISS network, we had only the average annual 
temperatures for the Southern Hemisphere. This network shows that in the 
period from 1901 to 2021, the trend of annual temperature in the Southern 
Hemisphere was 0.09 °C/decade, while for the period 1951–2021, the trend is 
slightly higher (0.12 °C/decade) compared to the HadCRUT5 database. The 
NASA–GISS database gives temperature anomalies for certain belts, which we 
found very interesting for analysis. Namely, according to climate models, one of 
the most indicative indicators of global warming should be the polar 
amplification (more intense warming at the poles compared to the rest of the 
planet). In other words, as many authors point out (e.g., Budyko, 1969; Sellers, 
1969; Holland and Bitz, 2003; Taylor et al., 2013; Lee, 2014; Cvijanovic and 
Caldeira, 2015; Oldfield, 2016; Stuecker et al., 2018), in the conditions of 
increasing GHG concentration, the ground temperature should increase more 
intensively going from the equator to the poles.  
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Fig. 4. The trend of seasonal and annual temperatures in the Southern Hemisphere in the 
periods 1901–2021 and 1951–2021 (***Significant trend: p<0.001). 

 

 

 
To test this, a trend was calculated for four belts in the Southern Hemisphere: 
0°–24°S, 24°S–44°S, 44°S–64°S, and 64°S–90°S. In all four belts, the 
temperature trend is positive and statistically significant at the highest level of 
hypothesis acceptance (p<0.001), both in the period 1901–2021 and 1951–2021. 
However, in the most temperate latitudes (44°S–64°S) temperatures rise more 
slowly than in the tropics. Moreover, in the period 1951–2021, there was a 
slightly more intense trend of temperature increase in the tropical 
(0.14 °C/decade) than in the polar (0.13 °C/decade) latitudes. This was 
unexpected taking into consideration the models of dominance of anthropogenic 
greenhouse effect, i.e., the opposite should be expected.  Interestingly, in this 
belt (44–64°S), the positive trend in the period 1951–2021 (0.06 °C/decade) even 
decreased compared to the period 1901–2021 (0.07 °C/decade). We conclude 
that the polar amplification does not work in the Southern Hemisphere. On the 
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other hand, in the Northern Hemisphere, polar amplification exists, because the 
trend of increasing annual temperature is more intense going from the equator to 
the Arctic. The results further showed that in the period between 1951 and 2021, 
temperate and polar latitudes heat up significantly faster in the Northern 
Hemisphere than in the Southern Hemisphere (Fig. 5).  
 
 
 
 

 
Fig. 5. Trend of average annual temperature on the planet by belts in the periods 1901–
2021 and 1951–2021. 

 
 
 
 

3.2. Possible causes of rising temperatures in the Southern Hemisphere 

It could be said that there is a scientific consensus that the dominant cause of the 
rise in temperature is the increased atmospheric concentration of greenhouse 
gases (GHG). In this regard, the correlation between the Southern Hemisphere 
temperature and CO2 concentration was examined. Data from the Mauna Loa 
station for 1958 are not complete, thus the correlation for the period between 
1959 and 2021 was calculated and coefficients from 0.83 (southern summer) to 
0.93 (southern spring) were obtained. Annually, the correlation between the 
mean Southern Hemisphere temperature and CO2 concentration (in ppm) is 0.92. 
Both annual and seasonal values of correlation coefficients meet the conditions 
of statistical significance at the highest level of hypothesis acceptance (p<0.01).   

It was previously mentioned that higher temperature also means excess 
energy in the atmosphere, which is a consequence of a very probable increase in 
the concentration of greenhouse gases. Beginning in 1979, NOAA used several 
empirical equations to calculate the atmospheric concentrations of greenhouse 
gases and the energy impact, and thus determined the radiation effect (in W/m2) 
on air temperature (Fig. 6). Therefore, the available data for the period between 
1979 and 2020 (Table 2) on the energy impact of CO2, CH4, N2O, and several 
gases from the group of chlorofluorocarbon compounds (CFCs) was used. Based 
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on the concentration of all gases, i.e., their energy impact, NOAA has defined an 
unique Annual Greenhouse Gas Index (AGGI).  

For the period between 1979 and 2020, the relationship between the annual 
values of the Southern Hemisphere temperature and the energy impact of GHG 
is positive (direct correlations) and statistically significant at the highest level of 
hypothesis acceptance (on the 99% hypothesis level). The correlation coefficient 
between the radiation effect of annual CO2 values (AGGI) and the Southern 
Hemisphere temperature is 0.87 (0.85). This is a result of the fact that with the 
growth of GHG, positive radiation forcing increases (Table 3). 
 
 
 
 
 

 
Fig. 6. Radiative forcing, relative to 1750, of virtually all long–lived greenhouse gases. 
The NOAA Annual Greenhouse Gas Index (AGGI), which is indexed to 1 for the year 
1990, is shown on the right axis. The “CFC*” grouping includes some other long–lived 
gases that are not CFCs (e.g., CCl4, CH3CCl3, and Halons), but the CFCs account for the 
majority (95% in 2020) of this radiative forcing. The “HCFC” grouping includes the three 
most abundant of these chemicals (HCFC–22, HCFC–141b, and HCFC–142b). The 
“HFC” grouping includes the most abundant HFCs (HFC–134a, HFC–23, HFC–125, 
HFC–143a, HFC–32, HFC–152a, HFC–227ea, and HFC–365mfc) and SF6 for 
completeness, although SF6 only accounted for a small fraction of the radiative forcing 
from this group in 2020 (13%). (Source: https://gml.noaa.gov/aggi/aggi.html) 
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Table 2. Annual global energy impact of GHG (W/m2) and GHG index (AGGI) for the 
period 1979–2020 

Year CO2 Others (CH4, 
N2O, CFC+ 

other) 

Total 
(CO2+ 
other) 

AGGI 
(1990=1) 

Year CO2 Others (CH4, 
N2O, CFC+ 

other) 

Total 
(CO2+ 
other) 

AGGI 
(1990=1) 

1979 1.03 0.67 1.70 0.79 2000 1.52 0.95 2.47 1.14 
1980 1.06 0.69 1.75 0.81 2001 1.54 0.96 2.49 1.15 
1981 1.08 0.71 1.79 0.83 2002 1.57 0.96 2.53 1.17 
1982 1.09 0.73 1.82 0.84 2003 1.60 0.97 2.57 1.19 
1983 1.12 0.74 1.86 0.86 2004 1.63 0.97 2.60 1.20 
1984 1.14 0.76 1.90 0.88 2005 1.66 0.97 2.63 1.21 
1985 1.16 0.78 1.94 0.90 2006 1.69 0.98 2.67 1.23 
1986 1.19 0.80 1.98 0.92 2007 1.71 0.98 2.70 1.24 
1987 1.21 0.81 2.03 0.94 2008 1.74 0.99 2.73 1.26 
1988 1.25 0.84 2.09 0.96 2009 1.76 1.00 2.76 1.27 
1989 1.28 0.86 2.13 0.98 2010 1.79 1.00 2.80 1.29 
1990 1.29 0.87 2.17 1.00 2011 1.82 1.01 2.83 1.31 
1991 1.31 0.89 2.20 1.02 2012 1.85 1.01 2.86 1.32 
1992 1.33 0.90 2.23 1.03 2013 1.88 1.02 2.90 1.34 
1993 1.34 0.91 2.24 1.04 2014 1.91 1.03 2.94 1.36 
1994 1.36 0.91 2.27 1.05 2015 1.94 1.04 2.98 1.38 
1995 1.39 0.92 2.30 1.06 2016 1.99 1.04 3.03 1.40 
1996 1.41 0.93 2.34 1.08 2017 2.02 1.05 3.07 1.42 
1997 1.43 0.93 2.36 1.09 2018 2.05 1.06 3.11 1.43 
1998 1.47 0.94 2.41 1.11 2019 2.08 1.06 3.14 1.45 
1999 1.50 0.95 2.45 1.13 2020 2.11 1.07 3.18 1.47 

 
 
 
 

 
Table 3. Values of correlation coefficients between Southern Hemisphere temperature 
and greenhouse gases (GHG) 

Period  GHG Correlation coefficient 
  Year Summer Autumn Winter Spring 

1959–2021 CO2 (ppm) 0.92** 0.83** 0.85** 0.89** 0.93** 
1979–2020 CO2 (W/m2) 0.87** / / / / 

1979–2020 Others (CH4, N2O, 
CFC+other) inW/m2 0.77** / / / / 

1979–2020 Total (CO2+others) 
inW/m2 0.84** / / / / 

1979–2020 AGGI 0.85** / / / / 
Significant correlation: *p < 0.05, **p < 0.01 
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Previous results show that the anthropogenic greenhouse effect (AGE) 
undoubtedly has an impact on the Southern Hemisphere temperature as well as 
on a global scale (not shown). But, we believe that it is wrong to exclude the 
consideration of the influence of natural factors, primarily the variations of 
atmospheric and oceanic circulations. Therefore, the relationship between the 
temperature of the Southern Hemisphere and the indicators of variation of 
ENSO and AAO was examined in the following text. 

When it comes to the ENSO phenomenon, the calculation results show that 
this phenomenon has an impact on the temperature of the Southern Hemisphere, 
statistically significantly during summer, autumn, and winter in the Southern 
Hemisphere, as well as annually. During the spring in the Southern Hemisphere, 
ENSO has no statistically significant impact (correlation is 0.16). 

We used several indicators (indexes) for the variability of the Antarctic 
Oscillation (AAO and SAM). The ground temperature depends on the structure 
of the atmosphere at sea level and 850 hPa altitude, while events at 700 hPa 
altitude do not have a dominant impact, in general. Correlation calculations have 
confirmed this. Namely, the correlation between the AAO–700 hPa index and 
the Southern Hemisphere temperature is statistically insignificant. On the other 
hand, the correlation of annual values of SAM–slp, AAO–slp, and AAO–850 
with the Southern Hemisphere temperature is 0.46, 0.66, and 0.69, and is 
statistically significant at 99% of the hypothesis acceptance level (p <0.01). At 
the seasonal level, it is noticed that the influence of AAO–slp, SAM–slp, and 
AAO–850 on the temperature is strongest during the winter and spring in the 
Southern Hemisphere (Table 4). 
 
 
 
 
 
 

Table 4. Values of correlation coefficients between the Southern Hemisphere temperature 
and ENSO and AAO 

Period  Teleconnection  Corelation coefficient  
  Year Summer Autumn Winter Spring 

1901–2021 ENSO3.4 0.19* 0.27** 0.32** 0.19* 0.16 
1957–2021 SAM–slp 0.46** 0.20 0.10 0.47** 0.38** 
1901–2012 AAO–slp 0.66** 0.31** 0.40** 0.46** 0.48** 
1948–2002 AAO–850 0.69** 0.37** 0.44** 0.47** 0.47** 
1979–2021 AAO–700  0.21 –0.19 –0.03 –0.14 0.03 
Significant correlation: *p < 0.05, **p < 0.01 
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4. Discussion 

Analyzing the global annual temperature for the entire observed period (1901–
2021) using both datasets (HadCRUT5 and NASA–GISS) shows the dominance 
of negative deviations until 1976, while since 1977, each year has been warmer 
than the base period. This is in line with the IPCC and WMO reports. Namely, 
the IPCC in the Third Report (IPCC, 2001) pointed out that in the 20th century 
most of the warming took place during two periods: 1910–1945 and 1976–2000, 
while the period from 1945 to 1975 registers the cessation of global warming. 
According to the IPCC, natural factors (primarily changes in solar radiation and 
volcanic activity) can be attributed to the observed warming in the first half of 
the 20th century, while the rise in temperature in the last five decades is 
attributed to human activities (primarily to fossil fuel combustion).  

In the period of positive anomalies, it is interesting to see the period 1977–
2021, during which decade (10-year-long period) the trend was the lowest, and 
during which it was the highest, because the Sena method and Mann-Kendall 
test are not recommended for series shorter than 10 parameters. If there is an 
intensification of warming, then it is to be expected that the value of the positive 
trend is the lowest in the first, and the highest in the last 10-year-long period. 
However, according to the HadCRUT5 database, the budget results showed that 
the positive trend had the greatest value in the decade from 2008 to 2017 and 
from 2011 to 2020. In both periods the trend is the same (0.42 °C/decade) and 
statistically significant at the highest level of hypothesis acceptance (at 99.9% 
significance level). On the other hand, the lowest value of the trend (which was 
statistically insignificant) was registered in the first decade, which was to be 
expected. But the trend in the first 10-year-long period (1977–1986) was not 
positive but negative (–0.01 °C/decade), which was not to be expected. All other 
10-year-long periods, with a shift of one year (1978–1987, 1979–1988, ..... 
2012–2021) register a positive trend. 

Thus, in the 1977–1986 subperiod the trend of global temperature is 
insignificantly negative, and it received a positive sign as early as the following 
year (1987) maintained until the end of the period (1977–1987, 1977–1988, ...., 
1977–2021). The significance of the positive trend was obtained from the time 
series: 1977–1990 and further (1977–1990, 1977–1991, 1977–1992, ...). 
According to the above mentioned facts, it could be concluded that in the period 
from 1977 to 1990 there was a slowdown in global temperature rise. This 
slowdown or so-called t cessation of global warming is also observed in the 
1987–1996 subperiod, when the trend was insignificant: 0.026 °C/decade. Also, 
in the 1980–1989 subperiod, a slowdown in global warming was recorded as 
well, and the positive trend was insignificant until 1994 (1980–1994). Xie and 
Kosaka (2017) note the cessation of global warming in the 1998–2013 
subperiod, although our estimates do not confirm this. It is a known fact that in 
1997 and 1998, an extremely strong El Niño event took place, and that this 
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phenomenon was even stronger in 2015 and 2016. Thus, the mentioned authors 
explain the slowdown in global warming in the mentioned period using 
variations in the surface temperature of water in the tropical Pacific. The authors 
point out that the tropical Pacific effect of slowing global temperature rise has a 
stronger impact on the decadal than interannual variability. 

Our analyses also show that the mentioned "pauses" in the increase in 
global temperature were registered after stronger ENSO phenomena (after 1977, 
1987). 2016 was rated as the warmest on our planet in the period of instrumental 
measurements, and the strongest ENSO phenomena happened in 2015 and 2016. 
The slowdown in the rise in mean annual temperature is more pronounced in the 
Southern Hemisphere. For example, in the period from 1977 and 1996 (20 
years) and in the period from 1998 and 2013 (16 years), the positive trend is 
insignificant (Fig. 7). Moreover, during the 10-year-long period of 1987–1996, 
there was a slight cooling in the Southern Hemisphere (–0.07 °C/decade). 

 
 

 
Fig. 7. The trend of the average annual temperature in the Southern Hemisphere in the 
period of constant positive deviations (1977–2021) (***Significant trend: p<0.001). 
 
 
When observing the entire period of the 20th and the past years of the 21st 

century (1901–2021), the trend of rising global temperature, as in the Southern 
Hemisphere, is statistically significant, and the prevailing opinion is that it is caused 
by human activities. There were sub–periods of slowing (interruption) of global 
(hemispheric) warming during this period and this is mentioned in several papers 
(eg: Kosaka and Xie, 2013; Chen and Tung, 2014; England et al., 2014; Amaya et 
al., 2015; Xie and Kosaka, 2017). Our analysis confirms the interruptions in 
temperature rise (global and in the southern hemisphere) and shows that even in the 
period with constant positive deviations (1977–2021), there were shorter 
subperiods with mild cooling. The intention is not to open a debate on the validity 
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of the theory of the dominance of the anthropogenic greenhouse effect, but to point 
out that there were shorter and longer subperiods when natural factors had a 
dominant influence on temperature. This study shows the impact of some of them 
(ENSO, AAO), with the aim of emphasizing the need to consider variations of 
natural factors in the era of modern climate change, in addition to anthropogenic 
impact. Of course, the impact of the so-called feedback effect, i.e., the fact that 
changes in one factor in the climate system are reflected in variations in other 
components of the system, should be taken into consideration. 

5. Conclusion 

The main goal of this paper was to determine the magnitude and significance of the 
trend of mean seasonal and annual temperatures in the Southern Hemisphere and to 
examine the relationship with the GHG radiation exposure and ENSO and AAO 
teleconnections. The period between 1901 and 2021 and the subperiod between 
1951 and 2021 are considered. According to the HadCRUT5 database, the 
calculation results showed that there was a significant increase in seasonal and 
annual temperatures in the Southern Hemisphere, and that it got intensified in the 
period between 1951 and 2021 (0.11–0.12 °C/decade) more than in the entire 
observed period, from 1901 to 2021 (0.08–0.09 °C/decade). In order to check the 
polar amplification in the Southern Hemisphere, using the NASA–GISS database, 
the annual temperature trend was calculated separately for four belts: 0°–24°S, 
24°S–44°S, 44°S–64°S, and 64°S–90°S. The results showed that polar 
amplification did not function in the Southern Hemisphere, which was not in line 
with the models of dominance of the anthropogenic greenhouse effect. 

Taking the considered factors into consideration, it was determined that 
GHG concentration indicators had the strongest interactive connection with the 
Southern Hemisphere temperature. For example, for the period between 1959 
and 2021, the correlation coefficients between CO2 concentration (in ppm) and 
Southern Hemisphere temperature range from 0.83 (southern summer) to 0.93 
(southern spring). It was further determined that a significant positive radiation 
forcing (in W/m2) of GHG (CO2, CH4, N2O, CFCs, and AGGI) was exerted to 
the Southern Hemisphere temperature. There was a positive correlation between 
ENSO and the temperature of the Southern Hemisphere, and it was significant 
during the southern summer, autumn, and winter, as well as on annual basis. 
Variations in the structure of the atmosphere at the sea level and the altitude of 
850 hPa, shown via the AAO and SAM index indicated, that this oscillation had 
a significant impact on the temperature of the Southern Hemisphere. Thus, it 
would not be superfluous to repeat that today's civilization should do everything 
not to contribute further to pollution of the GHG in the atmosphere and warming 
of our planet, but in order to understand modern climate change, it is necessary 
to consider natural factors, such as variations in atmospheric oscillations. 
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Abstract— Ammonia is one of the most significant environmental pollutants. 
Concentration measurements, identifying the sources and studying the transformations in 
the biosphere are essential, and they are the focus of many investigations. The near-infrared 
( 1530 nm) photoacoustic method for simultaneous and selective determination of 
14NH3/15NH3 isotopologues reported here can be suitable for monitoring these phenomena 
and processes. So far, the photoacoustic method has not been used for this kind of 
examination. The application of our measurement method makes it possible to eliminate 
the disadvantages of the previous measurement methods. The detection limit of the PA 
system is 0.14 ppm and 0.73 ppm for 14NH3 and 15NH3, respectively, which can be 
improved by orders of magnitude with further development of sampling and measurement 
techniques.  
  
Key-words: atmospheric ammonia, isotopologues of ammonia, isotope abundance of 
15NH3, ammonia concertation, isotope tracer, isotope labelling, photoacoustic method for 
ammonia, near-infrared spectroscopy  
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1. Introduction 

Nowadays, one of the most serious environmental risks is the accumulation of 
reactive nitrogen in different spheres of the Earth. Since the beginning of the last 
century, the Haber-Bosch ammonia synthesis converts a great amount of inert N2 
into NH3 first of all for fertilizer production. The global NH3 production is about 
175 million tons per year and is expected to increase by 3–5% per year in the 
future (Wang et al., 2021). It is estimated that the efficiency of applied N is less 
than 50 and 70% under tropical conditions and temperate regions, respectively 
(Baligar and Bennett, 1986; Malhli and Nyborg, 1991; 1992; Malhi et al., 2001). 
Losses of N are mainly due to leaching, runoff, and volatile losses of ammonia. 
Further losses occur during harvesting, food processing, trading, and consumption. 
Finally, all the nitrogen content of fertilizers enters the environment, accumulating 
yearly in various spheres.  

Circulation of anthropogenic nitrogen in Earth’s atmosphere, hydrosphere, 
and biosphere has a wide variety of consequences, causing multiple effects in the 
atmosphere, in terrestrial ecosystems, in freshwater and marine systems, and on 
human health. This sequence of effects is called nitrogen cascade (Galloway et 
al., 2003). The harmful effects of reactive nitrogen can be traced in the 
deterioration of water quality (eutrophication), the impact on air quality 
(visibility, PM2.5, smog), the reduction of biodiversity, the acidification of soil and 
groundwater, the increase of the greenhouse effect, and the decomposition of 
stratospheric ozone by N2O. 

Since ammonia plays a prominent role in the nitrogen cascade, the 
investigation of the atmospheric concentration and the exchange of NH3 gas 
between the atmosphere and the surface has been among the main research goals 
of the last decades. 

Investigation of the concentration ratio of stable ammonia isotopes (14NH3 
and 15NH3) is a good tool to monitor the exchange and transformation processes. 
There are two stable isotopes of nitrogen, 14N and 15N. Their molar ratio in 
atmospheric N2 is 0.99636/0.00364, i.e., the volume ratio of 15N is 0.3653%. The 
isotope abundance in the inert atmospheric N2 is regarded as the standard in the 
calculation of isotope abundance of 15N, however, this ratio changes due to the 
fractionation. All of the physical and chemical processes are accompanied by the 
change in the isotope abundance of 15NH3. With the determination of the 
abundance of 15NH3 ( 15N-NH3) we can qualify and quantify the ammonia 
emission sources (Bhattarai et al., 2021; Elliott et al., 2019; Felix et al., 
2013;2017; Wang et al., 2022).  

Isotope labelling is another frequently used method in environmental 
investigations. Since 15N-enriched N compounds became commercially available 
in the 1970s, the number of applications of the stable isotope to study soil 
processes rapidly increased, taking advantage of the phenomenon that biological 
processes prefer the lighter 14N isotope, i.e., the products of the processes contain 
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less 15N, as before the processes (i.e., 15N decreases) (Nômmik et al., 1973; 
Sánchez, 2001; Zhao et al., 2016). The addition of a 15N tracer to follow the 
catalytic reduction of nitric oxide to ammonia is also a frequently used method 
(Ettireddi et al., 2012; Ozkan et al., 1994).  

There are several methods to determine the concentration of atmospheric 
ammonia. During the concentration measurement selectivity, sensibility, response 
time, and minimum detectable concentration are the most critical parameters. A 
general disadvantage of the measurement of ammonia gas is the adsorption on the 
surface of the sampling device or the walls of the sensor cell resulting in bias 
during the measurement. Some of the procedures are based on physical methods 
like spectroscopy (Bobrutzky et al., 2010; Dang et al., 2019; Gall et al., 1991; 
Huszár et al., 2008; Pushkarsky et al., 2002; Schilt et al., 2004), spectrometry 
(Martin et al., 2016; Norman et al., 2007; 2009; Nowak et al., 2006; 2007; 
Vasileiou et al., 2015a; 2015b; 2016), or fluorometry (Amornthammarong et al., 
2011; Kéruel and Aminot, 1997). The chemical methods are mostly based on the 
transformation of ammonia gas into ammonium ion in the aquous phase, followed 
by the determination of ammonium (Allegrini et al., 1987; ASTM, 2015; EMEP, 
1996; Erisman et al., 2001; Jeong et al., 2013; Koroleff, 1970; Thomas et al., 
1973; 2002; Rice et al., 2012).  

Separated simultaneous measurement of 14NH3 and 15NH3 isotopologues of 
ammonia gas can mostly be achieved by physical methods (Phillips et al., 2018; 
Chang et al., 2016; 2019; Griffiths and de Haseth, 2007; Felix et al., 2017; 
Koletzko et al., 1995; Lee et al., 2011; 2014; Lehmann, 2017; Liu et al., 2020; 
McEnaney et al., 2017; Murakami et al., 2005; Nielander et al., 2019; Nômmik, 
1973; Simonova and Kalashnikova, 2019; Taghizadeh-Toosi et al., 2012; Tonn et 
al., 2019; Wang et al., 2017; Wu et al., 2019; Zhao et al., 2016).  

So far, the employed analytical methods, especially in spectroscopy, are 
either very expensive, need large sensing volumes (NMR: Nuclear magnetic 
resonance method), have uncertainties at very low NH3 concentrations (IRMS: 
isotope ratio mass spectroscopy), or are limited by the availability of the tunable 
laser light at the appropriate wavelength (CRDS: cavity ring-down spectroscopy), 
or simply have a problem in the control of its background signal (CIMS: chemical 
ionization mass spectroscopy).  

Most of the analytical methods are not continuous, were done by active or 
passive sampling, and the evaluation is complicated. One exception is the method 
of Phillips et al. (2018) where the optical path length is of the order of 10 m 
through a generated plume making its application in the laboratory impossible. 

To the best of the authors’ knowledge, photoacoustic method has not been 
used for the simultaneous measurement of ammonia isotopes. The aim of our 
work has been to develop a simple, reliable, automatic, and robust system for the 
selective, rapid, and sensitive measurement of ammonia isotopes by using a near-
infrared photoacoustic (NIR-PA) system.  
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Moreover, to achieve the above aim, there was a need for methodological 
development, construction of the measuring instruments, and finally, 
development of gas sampling procedures to be used. The following sub-aims were 
therefore carried out:  

• Design and construction of a NIR-PA system capable of selectively 
measuring and differentiating between ammonia gas isotopes (14NH3 and 
15NH3). 

• Selection and optimization of the measurement and modulation parameters 
(wavelength, laser operating temperature, etc.). 

• Construction, testing, and calibration of the newly developed NIR-PA 
system. 

• Solving the incidental problems and improvement of the system by re-
optimization of the selected parameters. 

• Evaluation of the developed NIR-PA system. 
 

2. Experimental 

2.1. Instrumentation set-up 

The measurement system consisted of two main parts. A photoacoustic detection 
unit for concentration measurement, employing two types of diode lasers (an 
external cavity diode laser and a telecommunication type fiber coupled Near 
Infrared DFB diode laser), together with integrated electronics. The electronic's 
main purpose was to amplify, provide temporal averaging, filter the microphone 
signal, control the temperatures of the laser and the detection cell, and feed the 
modulated driving current to the diode laser. 

The second part consisted of ammonia isotopes gas generating units which 
were of two types; NH3 in N2 cylinder (1000 ppm ± 1%, with a purity of 5.0) 
supplied by the Hungarian Messer company) and a chemical reaction-NH3 

generation-based mode. For more details, refer to Ouma et al. (2022).  

2.2. Spectral measurements and analytical parameters 

The 14NH3 and 15NH3 spectra were recorded using two DFB diode lasers 
separately, with the same modulation parameters as shown in Fig. 1. The 
wavelength modulation (WM) was used during the measurements due to its 
improved sensitivity and noise-rejection capabilities over amplitude modulation. 
The WM spectrum is a derivative form of the absorption spectrum.  
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Fig 1. PA spectra of the ammonia isotopes; 600 ppm 15NH3 (black line) and 95 ppm 14NH3 
(red line) as recorded by DFB diode laser. Cross-sensitivity spectrum of 5% water vapor 
(blue line) is also shown. 

 
 
 
 
 
 

 
To minimize the cross-sensitivity and the disturbing effect of water vapor, 

four peak wavelengths, two for each isotope as shown in Fig. 1, were selected for 
the calibration measurements. Using two-two wavelengths for each isotope 
reduces the cross-sensitivity and increases the sensitivity of the method. 

Calibration of the ammonia isotopes was then done using both the cylinders 
and the chemical reaction NH3 generation methods. Measurement of the 
photoacoustic signal (PAS) in the function of volume mixing ratio (VMR) was 
performed in the range of 0–1000 ppm. The cross-sensitivity between the two 
isotopes measured simultaneously, calculated calibration lines, and the slope of 
the calibration line in nV/ppm which corresponded to the sensitivity of the NIR-
PA system are all given in Table 1. For more technical details, refer to Ouma et 
al. (2022).  
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Table 1. Summary of the analytical parameters of the newly developed NIR-PA system 
(PAS: photoacoustic signal; VMR: volume mixing ratio) 

Parameters Values obtained 

Modulation current (mA) AC/DC: 10 /146 

Modulation temperature (°C) 

Laser 1: 18.10 °C and 18.69 °C for 14NH3 
              8.65 °C and 9.45 °C for 15NH3 

Laser 2: 20.95 °C and 21.56 °C for 14NH3  
              11.77 °C and 12.36 °C for 15NH3 

Measurement wavelengths (nm) 
14NH3: 1531.66 and 1531.73  
15NH3: 1531.37 and 1531.45  

Cross-sensitivity (nV/ppm) 
14NH3: –1.3×10–4  
15NH3: 7.4×10–3   

Cross-sensitivity bias 
14NH3: –0.002% 
15NH3: 0.57% 

Calculated calibration lines  
14NH3: PAS (μV) = 6.61×VMR (ppm)  
15NH3: PAS (μV) = 1.3×VMR (ppm)  

Detection limit (ppm) 
14NH3: 0.14   
15NH3: 0.73  

System response time (s) 3.5  

 
 
 

3. Possible applications for atmospheric measurements 

3.1. Application of 15N as tracer during electrochemical ammonia synthesis  

There is an alternative way for the high energy-intensive and CO2 emitter Haber-
Bosch ammonia synthesis, the electrocatalytic reduction of N2 into ammonia (see 
e.g., Qing et al., 2020). This method, although still in the research and 
developmental stage, has shown great potential and is deemed less polluting and 
environmentally sustainable. While the process has produced promising results, 
several problems have been identified like its low efficiency (0.1–8%) and 
inaccuracy in the assessment of NH3 levels produced. The latter problem is mostly 
due to the inability of the current NH3 detecting equipment and analytical methods 
to reliably measure the low NH3 gas produced (sub-ppm levels) without 
interference from common contaminants, such as human breath, laboratory air, 
contaminants in N2 gas sources used in the synthesis process, etc.  

3.2. Application of 15N tracer in environmental analyses 

There are lots of possible applications of the isotope tracer technique accompanied 
by photoacoustic detection, mostly in the investigation of soil biology and plant 
physiology processes. The nitrogen loss in form of ammonia can be estimated by 
the application of 15N labeled fertilizer (e.g., Nômmik, 1973; Zhao et al., 2016). 
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The transformation of soil N, like denitrification or the N fixation by plants, can 
also be traced by this technique (Sánches, 2001).  

3.3. Application in source apportionment of atmospheric ammonia  

As it was mentioned in the introduction, the reference abundance of 15N 
(0.3653%) is changing in each physical and chemical process of ammonia due to 
the fractionation. The change in abundance ( 15NH3, ‰), i.e., the source signature 
is representative of the given physical and chemical process. Identifying the 
ammonia source (e.g., agricultural or fossil fuel combustion process, industry, 
heating, traffic) by nitrogen isotope helps in designing a mitigation strategy for 
policymakers, but the existing methods have not been well validated (Pan et al., 
2020). The study of Bhattarai et al. (2020) highlights that collecting 
representative samples remains a challenge in fingerprinting 15N(NH3) values of 
NH3 emission sources, i.e., during the sampling, the isotope abundance changes 
compared to that of the representative for the given process. Since the application 
of PA systems does not need any sampling procedure the error caused by sampling 
and subsequent laboratory preparation can be avoided.  

Because of the low abundance of 15NH3, the source apportionment without 
the addition of a 15N tracer requires a detection limit lower by orders of magnitude 
than it is reported in this paper. It can be achieved by the modification of the 
photoacoustic system described here by replacing the light source with a quantum 
cascade laser (QCL). Another possibility to improve the detection limit is the use 
of preconcentration sampling similarly to the method reported by Pogány et al. 
(2009).  

4. Conclusion 

This work has shown that measurement of ammonia isotopes (14NH3 and 15NH3) 
using a photoacoustic measuring system fitted with a near-infrared diode laser 
light source around the wavelengths of 1532 nm is possible. Both NH3 isotopes 
recorded strong absorption lines at this particular wavelength, while the values of 
their minimum detectable concentrations were 0.14 ppm for 14NH3 and 0.73 ppm 
for 15NH3. Due to the developed NIR-PA systems’ robustness, high sensitivity, 
low cross-sensitivity, and short response time, it is expected to find a practical 
application in the detection and measurement of isotopically labeled NH3 gas 
during the electrochemical synthesis process, as well as in the isotope tracer or 
source apportionment experiments.  

Application of the photoacoustic method in these fields is a novelty and 
enables the elimination of the disadvantages of the previously used measurement 
techniques (high cost, complicated sampling, laboratory preparation, the error 
caused by sampling when measuring fractionalization, etc.). Fast response time is 
also an advantage in contrast to most of the previous measurement methods. 
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Abstract— Wind speed forecasting has found economic significance as it can increase 
operational efficiency. In this regard, an accurate forecast of wind speed is crucial in the 
application of wind resources. This study is intended to incorporate independent and output 
variables as the input of support vector regression (SVR) to forecast wind speed of Zanjan 
and Ahvaz stations in Iran. The independent variables were minimum, maximum, and mean 
temperatures, relative humidity, precipitation, average visibility, and dew point 
temperature. The incorporation of independent and output variables were conducted with 
principal component analysis (PCA) and differential weighting scheme (DWS), 
respectively. DWS combined the forecasts of linear regression, SVR, and group method 
of data handling (GMDH) in which the SVR showed the best The forecast of DWS 
outperformed the other three mentioned models. The incorporation of DWS and PCA 
(DWS-PCA) improved the forecasts and the capability of DWS-PCA as a novel method 
was significant in terms of forecast stability. The novel method can be a robust approach 
for wind speed forecasting in some subjects such as renewable energy, and meteorological 
decisions. 
 
Key-words: wind speed forecasting, incorporation, differential weighting scheme, principal 
component analysis  
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1. Introduction 

Weather forecasting plays an essential role in our daily life as increasing losses 
are reported every day due to extreme weather events. Timely weather 
warnings such as high wind warning can protect many lives (Pan et al., 2021). 
Wind forecasting is an important issue in hydrological and meteorological 
decisions. Accurate wind speed forecasting is necessary for the stable function 
of wind turbines to generate wind power. Wind power can be effectively 
managed through wind speed monitoring. Furthermore, renewable and non-
polluting energy sources have recently found increasing popularity due to 
global warming effects. Wind energy can be one of the fundamental 
components of green energy sources. The appropriate operation of wind 
turbines and the optimal power generation can be achieved considering wind 
speed as an essential element. The difficulty in wind forecasting can be 
assigned to the periodic nature of wind speed (Jaseena and Kovoor, 2021) 
making the development of an accurate wind forecasting method a challenging 
task. Physical, statistical, and hybrid approaches can be exploited in wind speed 
forecasting. Physical models use mathematical concepts with historical data to 
forecast wind speed. The historical time series can help to forecast future data 
by statistical models. Hybrid models are composed of two or more forecasting 
models with their performance which can outperform single models (Jaseena 
and Kovoor, 2021). 

Wind speed was predicted with generalized regression neural network 
(GRNN) and multi-layer precipitation (MLP) in some regions of India, 
considering longitude, latitude, daily horizontal solar irradiance, relative 
humidity, air temperature, elevation, earth temperature, cooling degree-days, 
heating degree-days, and atmospheric pressure as the input variables. The 
accuracy of GRNN was higher than that of MLP (Kumar and Malik, 2016). 
Four artificial intelligence methods including artificial neural networks (ANN) 
with radial basis function, adaptive neuro-fuzzy inference system, ANN with a 
genetic algorithm, and ANN with particle swarm optimization (PSO) were used 
for wind speed forecasting. The minimum root mean square error (RMSE) was 
related to ANN-PSO for Tehran, Iran (Fazelpour et al., 2016). The multilayer 
feed-forward neural network (MLFFNN), support vector regression (SVR) 
with radial basis function, and adaptive neuro-fuzzy inference system (ANFIS) 
were employed to predict wind speed and direction in Bushehr. The input 
variables were temperature, pressure, local time, and relative humidity. ANFIS 
was optimized with the PSO method (ANFIS-PSO). The evaluation indices 
showed that the SVR model outperformed the MLFFNN and ANFIS-PSO 
models (Khosravi et al., 2018). Another study in association with wind speed 
prediction is a comparative analysis of ANN and chaotic time series 
forecasting. The results indicated that the neural network approaches 
outperformed the chaotic model (Jamil and Zeeshan, 2019). A multi-variate 
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long short-term memory (MV-LSTM) network was also proposed for short-
term forecasting of wind speed considering meteorological variables of 
temperature, humidity, and air pressure. The superiority of MV-LSTM to 
ARMA was proved for short-term forecasting of wind speed (Xie et al., 2021). 
In addition, hybrid models were also proposed to forecast wind speed. Two 
hybrid models consisting of neural network and neuro-fuzzy models combined 
with wavelet were introduced for monthly wind forecasting in Yazd (Iran) 
considering variables such as wind speed, maximum temperature, mean 
temperature, evaporation, and relative humidity. The results showed the high 
performance of the wavelet neural-fuzzy method (Afkhami et al., 2015). 

The decomposition-based hybrid deep BiDLSTM (Bidirectional Long 
Short Term Memory) models with skip connection were proposed by Jaseena 
and Kovoor (2021) which showed superior performance in terms of wind speed 
forecasting. The hybrid machine intelligence using variants of SVR ( -SVR, LS-
SVR, -twin support vector regression ( -TSVR), twin support vector regression 
(TSVR)) was employed for wind forecasting in four wind farm sites. The -TSVR 
outperformed the other models (Dhiman et al., 2019). Another hybrid model was 
based on data division and a deep learning network for efficient short-term wind 
speed prediction. This system could improve the accuracy of forecasts relative to 
the other conventional methods (Liu et al., 2021). Generally, the combined 
forecasting approaches outperform the single models and can be a good choice 
for wind speed forecasting. In the combination approaches, the information can 
be derived from the single models through a precise method with high forecasting 
performance in various fields. For instance, a multi-granularity heterogeneous 
combination method was employed for forecasting crude oil (Wang et al., 2020). 
Moreover, different combination methods such as mean, linear regression, 
nonlinear regression with machine learning algorithm were adopted to forecast 
day-ahead solar power (Dewangan et al., 2020), or different weight combination 
methods such as inverse variance method and simple weight average method were 
used for air quality forecasting (Song and Fu, 2020). Along with the combination 
of dependent variables (named as forecast combination), there is another method 
with emphasis on the combination of independent variables. The method with 
increased forecasting accuracy uses principal component analysis (PCA) as model 
inputs rather than original variables (UI-Saufie et al., 2011).   

The present study is thus aimed at the development of a novel approach for 
monthly wind speed forecasting. In this regard, an ensemble of independent and 
output variables was carried out with the PCA and the forecast combination 
method (DWS), respectively. The forecast combination method combined the 
results of linear regression, SVR, and group method of data handling (GMDH) 
models. The input of single models was meteorological variables such as 
temperature. 
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2. Material and Methods 

2.1. Case study 

Data observed at Ahvaz and Zanjan meteorological stations in Iran were used in 
this study. The studied provinces are Khuzestan and Zanjan (Fig 1.a) and the 
location of stations is shown in Figs. 1d and e. The studied period was from 2008 
to 2020 during which the selected calibration period was from 2008 to 2016. The 
monthly times series of wind speed are presented in Figs. 1b and f. The average 
wind speeds for the study period in Ahvaz and Zanjan stations are 8.12 and 11.8 
km/h, respectively. The climate of Ahvaz and Zanjan stations can be classified as 
arid and semi-arid based on the De Martonne's climate classification (De 
Martonne, 1925). To investigate the monthly temperature and precipitation 
variations, the embrothermic diagram of each station was drawn in Figs. 1c and g 
as reported by Emberger et al. (1963). In the embrothermic diagram of Ahvaz 
station, except for two months (November and December), the temperature was 
higher than the precipitation, suggesting the arid climate of Ahvaz. In Zanjan 
station, the points with higher precipitation compared to temperature were equal 
to those whose temperature was higher than the precipitation.   

The forecast combination approach is focused on the integration of 
competing forecasts considering the superiority of individual forecasts of the 
models (Wang et al., 2020).  Regarding the strong effect of forecast combination 
methods on forecasting issues, in this study, the incorporation of input or 
independent variables and output or dependent variables were conducted. PCA 
was used for input variables combination. To combine output variables or 
forecasted data from some models, DWS was also utilized using wind speed 
forecasting models such as linear regression (LR), GMDH, and SVR. The 
incorporation of PCA and DWS was finally conducted by SVR (PCA-DWS). Fig. 
2 shows the steps related to the performance of the novel method. 

 



59 

 

  

 

 

Fig. 1. Map of Iran (a), monthly time series of wind speed for Ahvaz (b) and Zanjan (f) stations 
during 2008–2020, embrothermic diagram of Ahvaz (c) and Zanjan (g) stations, location of 
Ahvaz (d) and Zanjan (e) stations in Khuzestan and Zanjan provinces. 
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Fig. 2. Different stages of the proposed method performance. 

 

 

2.2.  Principal component analysis (PCA) 

PCA can be defined as a linear combination of original variables and the weights 
assigned to the linear combination of the original variables also known as 
eigenvectors (Wang and Wang, 2015). In Fig. 2, all components were not used; 
only components with eigenvalues more than 1 were selected. The performance 
of PCA as a reduction method can be also described: M can be considered a t-
dimensional data set. The retained variance is maximal orthonormal onto principal 
axes of G1, G2,…, GN in the projected space. G1, G2,…, GN are obtained with n 
leading eigenvectors of sample covariance  
 
   ,   (1) 

 
where m is the samples average and L is the samples number (Avci and Turkoglu, 
2009). 

PCA can discover and reduce the dimensionality of data by their clustering 
(Wang and Wang, 2015), and it can also identify and observe the source of 
variation (UI-Saufie et al., 2013). 

2.3. Support vector regression (SVR) 
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Relying on statistical learning or Vapnik-Chervonenkis theory, support vector 
machines (SVMs) have found applications in yet-to-be-seen data. The 
generalization of the classification problem can be regarded as a regression 
problem. In this case, the output of the model is a continuous value. Therefore, 
the performance of the regression model relies on continuous-valued multivariate 
function estimation. The classification problems can be solved by the convex 
optimization problems using SVMs (Vapnik, 1998). The optimization problem 
tries to find the maximum margin separation of the hyperplane. In SVM, the 
optimal hyperplane can be represented by support vectors. Generalization of SVM 
to SVR can be achieved by introducing the -insensitive region around the 
function also known as the -tube. The construction of SVR with the -insensitive 
loss function was proposed by Vapnik (1998). 

The form of a linear function f(x) can be written as  
 

 , (2) 
 

where b is the bias. 
The problem could be considered a convex optimization problem. The 

optimization structure encompasses a regularization parameter, which affects the 
tradeoff between the approximation error and the weight vector norm. The 
optimization problem could be changed into a dual problem using Lagrange 
multipliers with a kernel function. Kernel functions have diverse types including 
linear, polynomial, Gaussian radial basis function (RBF), and sigmoid as 
presented (Acosta et al., 2022) in the following: 

 
  , (3) 
 
  ,  (4)  
 
  , (5) 
 
    (6) 
 

where d is the degree of the polynomial and r defines the width of kernel, 
. 

2.4. Group method of data handling (GMDH) 

The structure of GMDH consists of neurons that could be linked by the quadratic 
polynomial, giving rise to new neurons in the next layer. This model is aimed to 
minimize the squared of the differences between the forecasted and observed data: 
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 (7)
 
 

The complex discrete form of the Volterra functional series can be used to 
state all connections between the input and output data defined as the 
Kolmogorov-Gabor polynomial:  

 
 

  (8) 
 
The coefficient of the polynomial can be found with the regression method 

which minimizes the difference between observed and estimated values (Razzaghi 
et al., 2021). 

2.5. Forecasts combination  

In the linear mode of the combination methods, the combination of forecasts can 
be calculated with the linear function of the contributing individual forecasts from 
individual models. The importance of individual models can be determined by 
assigning nonnegative and unbiased weights: 
 
  , (9)

 
 

 
where w is the weights of single models and n is the number of single models 
(Adhikari and Agrawal, 2014). 

The error-based methods (Armstrong, 2001), the least square regression 
(Frietas and Rodrigues, 2006), and the differential weighting scheme (DWS) of 
Newbold and Granger (1974) are among the forecast combination methods the 
differential weighting method is selected from in this study. The minimization of 
the combined forecast error variance is one of the approaches in the determination 
of the weights of forecast combinations. Newbold and Granger (1974) proposed 
five differential weighting schemes. Two of them have exhibited excellent 
performance (Winkler and Maridais, 1983) as presented in the following 
formulas: 

 
  (10) 
 
 ,(11)  
 
where n is the number of single models, t is the forecasted time period, wi,t-1 is the 
weight of the ith model using the data of preceding period,  and  are constant 
parameters, where  is between 0 and 1, and et is the percentage forecast error 
(Winkler and Makridakis, 1983). 
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2.6. Evaluation metrics 

Two classes of metrics were used to evaluate the wind speed forecasting 
performance of the novel method (PCA-DWS). Metrics which investigate the 
accuracy of forecasts are listed in Table 1, where Oi and Fi ( i=1,…,N) are the 
observed and forecasted time series, respectively, while Omax and Omin are the 
maximum and minimum values of the observed time series. The following metric 
explores the stability of forecasting:  
 

  , (12) 

 
where ei is the difference between observed and forecasted data. 

 

 

 

 

 

Table 1. The evaluation metrics for investigation the accuracy of forecast. 
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Better forecasting performance can be obtained with lower values of RMSE, 
DIS, AMAPE, MAE, TIC, RRMSE, and NRMSE. The values of NSE close to 1 
indicate the perfect fit. The higher values of VAF are indicative of forecast 
improvement (Wang et al., 2021a; Luo et al., 2021; Temeng et al., 2020; Dhiman 
et al., 2019; Yang et al., 2020; Minaeian and Ahangari, 2013). 

In addition to the mentioned criteria, some improvement percentage 
indicators such as PRMSE were employed to compare the performance of 
different models.  PRMS is defined in as  

 
  , (13) 
 

where RMSE1is the RMSE of the first model, RMSE2is the RMSE of the second 
model (Liu et al., 2021). 

3. Results 

Minimum, maximum, and mean temperatures, relative humidity, precipitation, 
average visibility, and dew point temperature were regarded as independent 
variables for monthly wind forecasting through linear regression, GMDH, and 
SVR models. Evaluation of the assimilation of forecast combination scheme and 
PCA was conducted from 2019 to 2020. The correlation coefficients of wind 
speed with the mentioned variables are listed in Table 2. According to Table 2, 
the maximum correlation coefficient of meteorological variables and wind speed 
in Zanjan and Ahvaz was that of mean temperature and relative humidity. The 
significant correlation coefficients in the Ahvaz station are mean, maximum, and 
minimum temperatures, relative humidity, and precipitation. In Zanjan station, 
these significant correlation coefficients include mean, maximum, and minimum 
temperatures, relative humidity, and dew point. 
 
 

Table 2. Correlation coefficients of meteorological variables and wind speed. 

meteorological variables 
stations 

Zanjan Ahvaz 

Mean temperature 0.427** 0.623** 
Maximum temperature 0.398** 0.597** 
Minimum temperature 0.425** 0.619** 
Relative humidity -0.459** -0.176* 
Precipitation -0.112   -0.386** 
Average visibility 0.034 -0.031 
Dew point temperature 0.338** 0.017 
*.   Correlation is significant at the 0.05 level (2-tailed)  
**. Correlation is significant at the 0.01 level (2-tailed)  
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Therefore, temperature and relative humidity can be regarded as effective 
variables on wind speed. The average correlation coefficient of temperature 
(maximum, minimum, and mean) with wind speed in Ahvaz is higher than in 
Zanjan. The first step of the developed method is to use linear regression,  
-SVR, and GMDH (regarded as single models) to model the relationship between 

meteorological variables and wind speed. The parameters of SVR and GMDH are 
listed in Table 3.  

 
 
Table 3. Parameters of single models for wind forecasting 

Model Name of parameter station 
Zanjan Ahvaz 

GMDH 

Maximum number of neurons in a 
layer 9 5 

Maximum number of layers 2 2 
Selection pressure    0.9    0.9 

SVR Kernel function Linear function Gaussian radial basis 
function 

Regularization parameter, C     0.25     0.25 
   

 
 

The sensitivity analysis is one of the most important steps in the modeling 
process. The MAE decreasing of SVR from sigmoid to linear kernel function 
(C=0.25) was 55.83% in Zanjan. The variation of maximum number of neurons 
per layer from 5 to 9 decreased MAE by 35.09% in Ahvaz. After sensitivity 
analysis of models, the wind forecasting performance of three models was 
investigated with some evolution metrics as shown in Fig. 3. 
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Fig. 3. Evaluation of the performance of three models, linear regression (Lin reg), SVR, 
and GMDH regarding to wind forecasting with some evaluation metrics in the two stations. 

 

 

 

Evaluation metrics in Fig. 3 are improved upon using SVR compared to the 
other models. In Ahvaz station, the RMSE, NRMSE, TIC, AMAPE, and MAE 
decrease from linear regression to SVR was 29.38%, 18.26%, 33.33%, 22.22%, 
and 30%, respectively. The amount of decline in the same parameters from 
GMDH to SVR was 18.18%, 8.33%, 2.22%, 27.58%, and 14.28%, respectively. 
The decrement in RMSE, NRMSE, TIC, AMAPE, and MAE from GMDH to 
SVR in Zanjan was 15%, 14.81%, 11.57%, 4.91%, and 20.21%, respectively. The 
average decrease in RMSE, NRMSE, TIC, AMAPE, and MAE in Ahvaz and 
Zanjan was 15.032% and 13.3%, respectively. The TIC decrement (average for 
two stations) from linear regression and GMDH to SVR was 32.69% and 14.87%, 
respectively, reflecting the better performance of SVR and GMDH relative to 
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linear regression. The AE values of the two stations related to SVR were positive, 
suggesting forecast overestimation. The obtained forecasts from three models 
were combined with two methods (DWS-I and DWSII), and the combined 
forecasts methods (DWS-I) were compared with the best model among the three 
models as illustrated in Fig. 4. 

 
 
 

 

 

Fig. 4. Evaluation metrics related to SVR and DWS-I performances in the two stations. 
 

 

 

DWS method outperformed the SVR, GMDH, and linear regression models, 
based on Fig. 4. The decrease in RMSE, NRMSE, and TIC from SVR to DWS 
was 6.45%, 7.14%, and 6.34% in Ahvaz and 6.95%, 4.34%, and 5.95% in Zanjan, 
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respectively. The RMSE, NRMSE, TIC, and DIS decrement (average of two 
stations) from SVR to DWS was 6.7%, 5.74%, 6.14%, and 4.91%, respectively. 
The average reduction in RMSE, NRMSE, TIC, DIS, AMAPE, and MAE from 
SVR to DWSI-I for Ahvaz and Zanjan was 6.02% and 3.78%, respectively. 
Moreover, the values of NSE showed an increase in the two stations. NSE 
decrease was 8.19% in Ahvaz. AE of DWS-I in Ahvaz and Zanjan was negative 
and positive, respectively, reflecting the underestimated and overestimated 
forecasts. DWS-II exhibited better performance relative to the single models, but 
the difference in the evaluation metrics of DWS-II and DWS-I was low, especially 
in Ahvaz station. For example, in Ahvaz, the RMSE of DWS-I and DWS-II was 
0.971 and 0.973, while its NRMSE was 0.059 and 0.06, respectively. Generally, 
DWS-I led to more acceptable results. The second combination of the developed 
method involved the combination of independent variables using PCA. The 
coefficients of each variable in the first component are displayed in Fig. 5. 

 
 
 
 

 

Fig. 5. The coefficients of meteorological variables in the first component of the two 
stations. 

 
 
 

PCA transforms some independent variables into different components by 
multiplying the coefficient of each variable to its corresponding variable. It must 
be said thatas a result of this study, DWS implies DWS-I. According to Fig. 5, the 
maximum coefficient of variables in the first component was related to 
temperature. It also well matches with the variables by high correlation coefficient 
of Table 2. Finally, the incorporation of independent and output variables was 
conducted using PCA and DWS with SVR. The comparison of DWS with the 
novel method is represented in Fig. 6. 
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Fig. 6. Comparison of combined and proposed methods with some evolution metrics (a), 
investigation of the forecast stability of two methods with DIS (b). A and Z indicate Ahvaz 
and Zanjan. 
 

 

 

Evaluation metrics of the proposed method in Fig. 6a suggests a better 
situation for the proposed method than for DWS. The RMSE, NRMSE, TIC, 
AMAPE, and MAE decrease from DWS to PCA-DWS was 9.27%, 7.69%, 
15.25%, 2.32%, and 7.69% for Ahvaz and 8.04%, 9.09%, 7.59%, 1.21%, and 
4.82% for Zanjan, respectively. The average decline of RMSE, NRMSE, TIC, 
AMAPE, and MAE was 8.44% and 6.15% for Ahvaz and Zanjan, respectively, 
showing a greater decline in calculated average values for Ahvaz than for Zanjan. 
The rise in VAF from DWS to the proposed method was 14.51% and 7.69% for 
Ahvaz and Zanjan, respectively. The value of VAF in Ahvaz was higher than in 
Zanjan. Also, the NRMSE of Ahvaz was lower than of Zajnan. The share of the 
pie diagram in Fig. 6b was decreased by the incorporation of independent and 
output variables. It indicates the more preservation of forecasts stability in the 
proposed method. DIS decrease from DWS to the proposed method in Ahvaz and 
Zanjan was 11.45% and 7.5%, respectively. Positive AE values were seen in the 
two stations using PCA-DWS, indicating the overestimation of the forecast. The 
variation of wind speed in the verification period is shown in Fig. 7. 

b 

a 
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Fig. 7. Observed and forecasted monthly wind speeds with different models in the 
verification period, 2019-2020, for the two stations. 

 

 

 

 

The average maximum wind speed during the two years of the verification 
period, 2019 and 2020, occurred in June in the observation data; this time was 
preserved with SVR, DWS, and PCA-DWS in Ahvaz. The minimum observed 
wind speed was in October, which was only preserved in the PCA-DWS method. 
The fitted R-square of the lines presents the maximum value for the PCA-DWS 
method. The increment in the R-square of the fitted lines from SVR and DWS to 
PCA-DWS method was 18.4% and 9.45% for Ahvaz and 44.8% and 16.6% for 
Zanjan, respectively. To compare the performance of the studied models (with 
regard to linear regression), PRMSE, PNRMSE, PTIC, and PNSE were calculated 
in Table 4.  



71 

Table 4. Some improvement percentage indicators for comparison of PCA-DWS with other 
models. 

Station Indicators SVR GMDH DWS-I PCA-DWS 

Ahvaz 
PRMSE 0.41 0.15 0.51 0.67 
PNRMSE 0.5 0.16 0.52 0.66 
PTIC 0.42 0.17 0.52 0.8 

Zanjan 
PRMSE 0.53 0.3 0.64 0.79 
PNRMSE 0.56 0.33 0.63 0.8 
PTIC 0.54 0.36 0.64 0.78 

 

 

 

The maximum and minimum values of improvement indicators were related to 
PCA-DWS and GMDH. The maximum value of indicators was for PTC and 
PNRMSE, while the minimum values of the indicator were seen for PRMSE. In the 
following, the performance of the proposed method for monthly wind speed 
forecasting was investigated one by one; the RRMSE values are presented in Fig. 8. 

 
 
 
 

 

Fig. 8. Performance of PCA-DWS in each month of the verification period for the two 
stations with RRMSE. 
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The minimum value of RRMSE in Fig. 8 for Ahvaz, Zanjan, and their 
average was in August, March, and March, respectively. The maximum value of 
RRMSE was in October and December. It can be said that the maximum value of 
RRMSE occurred in autumn. The maximum value of RRMSE in Ahvaz was lower 
than in Zanjan, whereas a similar minimum value of RRMSE was detected in the 
two stations. Adherence of average series from Zanjan series can be assigned to 
the high error in wind forecasting of Zanjan relative to Ahvaz. To investigate the 
performance of the novel method, another comparison was made related to the 
annual scale whose results are depicted in Fig.9. 

 
 
 

 
Fig. 9. Some evaluation metrics for PCA-DSW performance evaluation in annual scale. A 
and Z indicate Ahvaz and Zanjan. 
 

 

 

In Fig. 9 PCA-DWS led to better forecasts relative to SVR and DWS. The 
RMSE decrease from SVR to DWS and DWS to PCA-DWS was 13.25% and 
9.77% in Ahvaz and 9.74% and 19.42% in Zanjan, respectively. The NRMSE 
decline from SVR to DWS and DWS to PCA-DWS was respectively 11.76% and 
13.33% in Ahvaz and 11.11% and 20.88% in Zanjan. The increment in VAF from 
SVR to DWS and DWS to PCA-DWS was 14.06% and 12.32% in Ahvaz and 
13.33% and 35.29% in Zanjan, respectively. In Ahvaz, the VAF of PCA-DWS 
was lower than that of in Zanjan. VAF of each station in the annual series was 
higher than in the monthly series. The observed annual wind speed in the two 
stations in 2019 was greater than in 2020, which was preserved in the PCA-DWS 
method. 
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4. Discussion 

One approach for meteorological data forecasting is to model meteorological 
variables with the best correlation with each other. Afkhami et al. (2015); Kumar 
and Malik (2016), and Khosravi et al. (2018) employed meteorological data such 
as temperature to forecast wind speed. In this study, temperature and relative 
humidity showed the maximum significant correlation with wind speed. The 
effect of temperature on wind speed was also reported by Khakzad et al. (2017) 
and Wang et al. (2021b). Linear regression, the GMDH, and SVR were used to 
model the relation between correlated meteorological variables and wind speed. 
In each station, SVR outperformed GMDH and linear regression methods. The 
superiority of SVM to GMDH was reported in some studies such as the work of 
Khosravi et al. (2018) for wind speed and direction forecasting, Raza et al. (2020) 
for evapotranspiration estimation in four climatic regions, and Yaghoubi et al. 
(2019) for monthly forecasting of streamflow. Comparison of the performance of 
three models indicated that the NRMSE of SVR in Zanjan was greater than in 
Ahvaz, while the VAF of SVR in Ahvaz was larger than in Zanjan. Therefore, for 
increasing the accuracy of forecasts, the mentioned single models were combined 
using the DWS method. The forecasting performance of DWS was better than the 
forecasts of three individual models. The rise in VAF from SVR to DWS for 
Zanjan and Ahvaz was 34.48% and 10.71%, respectively. The combinational 
forecast is a function involving the sum of weight-assigned single forecast 
models. The contribution of the single models on the final forecast was 
determined considering their weights. Therefore, a proper function in the forecast 
combination process can derive the information of the single models to improve 
the accuracy of the results. The forecast combination methods reduced the 
forecasted errors and led to high accuracy (Adhikari and Agrawal, 2014; Wang et 
al., 2020; Dewangan et al., 2020). The evaluation metrics of DWS-I and DWS-II 
have shown low differences in many cases. For example, the NSE of Ahvaz for 
DWS-I and DWS-II was 0.66 and 0.662, respectively, whereas the NRMSE of 
Zanjan for DWS-I and DWS-II was 0.22 and 0.23, respectively. In general, 
however, DWS-I outperformed DWS-II. One of the reasons explaining the poor 
performance of DWS-II compared to DWS-I might be the presence of  and . 
Winkler and Makridakis (1983) recommended =12 and =0.7. In this study, =12 
and  value was manually selected in the range of 0< <1. The values of 
parameters can indeed affect the forecasting performance of the combinational 
methods. Restriction of the forecasting to the recent observation can be due to 
smaller values of . Smaller values of  guarantee assigning more weights to 
recent observations (Adhikari and Agrawal, 2014). Therefore, differences in 
weight allocation can affect the forecasts. Regarding the success of the DWS 
method for wind forecasting, a novel method was proposed to increase the 
accuracy of DWS by using PCA on independent variables. The accordance of 
PCA-DWS forecasts with observed wind speed was higher than that of DWS and 
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SVR. The rise in NSE from DWS to the novel method in Ahvaz and Zanjan 
stations was 9.09% and 37.39%, respectively. The use of PCA-DWS in Ahvaz led 
to lower NRMSE values compared to Zanjan. The values of VAF in Ahvaz was 
higher than in Zanjan. The excellent performance of DWS-PCA relative to other 
mentioned methods was verified with the R-square of the fitted lines and some 
improvement percentage indicators. In addition to the monthly time scale, the 
PCA-DWS exhibited a proper performance on the annual scale. The VAF of the 
annual scale in the two stations was higher than the VAF of the monthly scale.  

5. Conclusions 

Wind forecasting with an accurate model can be useful in renewable energy 
studies, climate sciences, and hydrology studies. To increase the accuracy of wind 
speed forecasting, the forecast performance of three single models (linear 
regression, SVR, and GMDH) were combined using the DWS method. DWS 
outperformed the three models. Another aspect in improving the accuracy of 
DWS forecasts is the incorporation of DWS and PCA that exhibited good 
performance on annual and monthly scales. Performance comparison of the two 
stations indicated the better performance of Ahvaz than the performance of 
Zanjan, which can be due to climate effects. Some issues can affect the wind 
forecasting performance of PCA-DWS: 1) Using power model as the single model 
and its accurate sensitivity analysis. One approach to improve the performance of 
single models is to determine the model parameters through optimization methods 
such as genetic algorithm (GA) or PSO. 2) Type of forecast combination method 
to find the exact weights of the single models for deriving their information. 3) 
Using the rotation option related to the components in PCA to combine 
independent variables. 4) Using an efficient model for the incorporation of PCA 
and DWS. The novel developed method in this study offered proper effectiveness, 
forecasting accuracy, and stability, further encouraging its application in monthly 
and annual wind speed forecasts.   
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Abstract— This article presents climate change projections of heavy (above a certain 
threshold) precipitation under the Representative Concentration Pathways RCP4.5 and 
RCP8.5 for the territory of the Balkan Peninsula. The focus is on convective rainfall 
which, if significant, can damage infrastructure and cause casualties. For this purpose, 
RegCM4.4.5 regional climate model with 20 km resolution was used for the periods 
2021–2050 and 2071–2099 compared with the reference period 1975–2004. The change 
in the number of heavy rainfalls is determined by using the thresholds in the Meteoalarm 
program corresponding to the ‘yellow’ code. It is found that the largest changes in the 
number of convective precipitation events are in the coastal and mountainous areas. The 
increase in the number of cases of heavy rainfalls does not exclude the decrease in the 
amount of precipitation in these areas. This can be explained by the increase in the period 
in which these precipitations are possible due to the increase in temperatures. 

 
Key-words: climate projections, heavy rainfalls, heavy convective rainfalls, RegCM, 
Meteoalarm 

 
 

1. Introduction 

The FP7 RAIN project (http://rain-project.eu/wp-content/uploads/2015/11/D2.3-
Warning-Systems.pdf) notes the view expressed by stakeholders that critical 
infrastructure can be affected by convective events of high intensity and short 
duration. This is the reason why this work focuses on convective precipitation. 
This type of rainfall can cause different types of flooding, with flash floods 
being the most dangerous. They are difficult to predict, occur over a short period 
and can cause human casualties in addition to material damages.  
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The mechanism of increased heavy rainfall in the future climate is 
discussed in Trenberth (2011). It is mentioned that the water holding capacity of 
air increases with warming of the atmosphere. This leads to an increase in water 
vapor. As a result, storms, whether or not separate thunderstorms, cause more 
intense rainfall. An increase in the number of intense precipitations is even 
observed when the total amount of precipitation decreases (Myhre et al., 2019). 
The increase in water content is considered to be the main reason for the 
increase in rainfall intensity in a number of studies, for example in Dourte et al. 
(2015). In areas with a general decrease in annual precipitation, the increase in 
the number of intensive precipitations is a consequence of the fact that the 
conditions for their occurrence become more likely in more months of the year. 
It is known that heavy rainfall prevails during the warm period of the year. Their 
character is mainly convective. In Berg et al. (2013) it is mentioned that in 
contrast, convective precipitation exhibited characteristic spatial and temporal 
scales, and its intensity in response to warming exceeded the Clausius – 
Clapeyron rate. It is concluded that convective precipitation reacts much more 
sensitively to rising temperatures than stratiform precipitation, becoming 
dominant in extreme precipitation. It is also noted that the Clausius - Clapeyron 
relation describes the rate of change of saturation vapor pressure of 
approximately 7% for every 1 ºC rise in at typical surface temperatures, and 
thereby sets a scale for increases in precipitation extremes. A statistically 
significant connection with near-surface temperature changes at a rate of 
between 5.9% and 7.7% for every 1 K rise in temperature is mentioned in 
Westra et al. (2013). A clear meridional dependence is also noted. According to 
Hawcroft et al. (2018), an increase in the number of extra tropical cyclones is 
the mechanism leading to an increase in extreme rainfall in the Northern 
Hemisphere (Europe and North America).  

The increase of convective precipitation which is greater than the decrease 
of stratiform precipitation is noted in Chernokulsky et al. (2019). The influence 
of mountains and topography on precipitation and their intensity has been 
reviewed by many authors. The mechanism of impact of the mountains is 
described in Houze (2012). The convective systems are affected by channeling 
of airflow. The stratiform regions of mesoscale convective systems are enhanced 
by upslope flow when they move over mountains. In Kirshbaum et al. (2018) it 
is concluded, that the larger-scale background flow, local evapotranspiration, 
and transport of moisture, as well as thermodynamic heterogeneities over the 
complex terrain, regulate moist instability. It is noted there that longstanding 
limitations in the quantitative understanding of related processes, including both 
convective preconditioning and initiation, must be overcome to improve the 
prediction of this convection, and its collective effects in weather and climate 
models. According to Shi and Durran (2016), the sensitivity of extreme 
precipitation to warming in the climate simulations is lower over the mountains 
than over the oceans and plains. On the contrary, in Giorgi et al. (2016), the 
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summer precipitation was analyzed over the Alpine region in an ensemble of 
twenty-first-century projections with high-resolution (12 km) regional climate 
models. They found that the regional models simulate an increase in precipitation 
over the high Alpine elevations that is not present in the global simulations. That 
was associated with increased convective rainfall due to enhanced potential 
instability by high-elevation surface heating and moistening. It can be assumed 
that the reduction of convective rainfalls in mountainous areas is due to the used 
thresholds. In the mountains, there is an effect of forced convection that leads to 
an increase in precipitation. For these to be more intense, additional surface super-
heating is required, which occurs in lowland areas but is probably not sufficient at 
temperatures that decrease with height. The presence of snow cover additionally 
reduces the conditions for deep convection. This prevents the mountainons areas 
from reaching accepted thresholds for rainfall intensity. Model resolution is also 
important for rainfall amounts.  

This article uses the definitions given by the WMO (2016). It is noted that 
there were large variations in precipitation patterns throughout the world, and it 
was not possible to use a single definition of extreme precipitation event that 
was suitable for all regions. According to the definition it was recognized 
generally, that when a precipitation event was considered to be extreme, it 
related to one of the following two contexts: (1) it exceeded a certain threshold, 
i.e., a fixed threshold, that has a certain associated impact, or (2) it could be 
considered to be extreme due to its rarity, i.e., a percentile-based threshold or 
based on its return period. It is mentioned that for the percentile-based threshold, 
the rarity of occurrence tended to take the form of the upper 90th, 95th, and 99th 
percentile of precipitation and such percentile-based thresholds could be derived 
from statistical cumulative density functions generated from the observed data 
or some conceptual distributions for precipitation extremes (such as generalized 
extreme value, GEV). It is also noted that when considering the most extreme 
precipitation events, return period information on the extremely rare events (100 
years or more) was important for many engineering applications. 

The second approach, although theoretically more reasonable, leads to 
certain difficulties. The problems arising from different methods for extreme 
precipitation assessment are commented in Schär et al. (2016), Turco et al. 
(2017), Fougeres et al. (2015), Luo et al. (2017). These problems are primarily 
related to the low frequency of such events, both for the past period and for 
simulations for future periods. As mentioned in Jeon et al. (2016), there was a 
risk that bias correction could mask serious model errors in simulating the 
processes responsible for the extreme event in question. This risk was also 
present in more commonly-used bias correction techniques such as the use of 
anomalies based on subtracting off or dividing by a reference value.  

The role of temperature in the sub-daily convective precipitations is 
discussed in Park and Min (2017). It is mentioned that they are more sensitive to 
temperature changes as a result of the statistical effect that involves the 
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transition from stratiform to convective types and the physical effect by which 
the convective process itself can overcome the thermodynamic limitation of the 
Clausius–Clapeyron relationship. The existing problem with the sub-daily 
precipitation is mentioned in Alexander (2016). It is also noted that another issue 
for extremes was the general mismatching of the spatial scales between 
observations (usually taken at point locations) and climate model simulations 
(typically interpreted as representing an area of a model grid), making it difficult 
to conduct a like-with-like comparison between observations and models. In 
Westra et al. (2014) it is mentioned, that low-resolution models have limited 
ability to simulate sub-daily precipitation extremes, as they do not explicitly 
resolve convective processes. This casts strong doubts on future projections in 
sub-daily precipitation extremes. This could be possible only if models had 
convection-permitting resolutions. Similar remarks shared by other authors 
justify the method adopted here using daily precipitation. The aim is to find the 
appropriate definition of extreme rainfall that can be applied to any grid-point of 
the model integration area. 

According to IPCC (2012), it is likely that there have been statistically 
significant increases in the number of heavy precipitation events in more regions 
than there have been statistically significant decreases, but there are strong 
regional and sub-regional variations in the trends. There is also high confidence 
that changes in heavy precipitation will affect landslides in some regions. It is 
likely that the frequency of heavy precipitation or the proportion of total rainfall 
from heavy rainfalls will increase in the 21st century over many areas of the 
globe. The projected seasonal mean changes in temperature and heavy 
precipitation for three emission scenarios (A1B, RCP45, RCP85) over Europe 
are presented in Jacob et al. (2014). Projections show an increase in heavy 
precipitation in most parts of Europe in winter by up to 35% during the end of 
the century and an increase in the summer heavy precipitation, except Southern 
Europe. A greater annual mean atmosphere warming is shown in Southern 
Europe and towards the northeast. It is also shown that large parts of Eastern 
Europe and the Alpine region might be exposed to a temperature increase of 
more than 4.5 ºC by the end of the century. They also found that the high-
resolution in the simulations is clearly visible in the change pattern for heavy 
precipitation events. The more detailed spatial patterns in the high-resolution 
simulations can be related to better resolved physical processes like convection 
and heavy precipitation. 

According to the latest IPCC AR6 report (IPCC, 2021), the frequency and 
intensity of heavy precipitation events have likely increased at the global scale 
over a majority of land regions. Heavy precipitation has likely increased on the 
continental scale over Europe and will generally become more frequent and 
more intense with additional global warming.  Human influence, in particular 
greenhouse gas emissions, is likely the main driver of the observed global scale 
intensification of heavy precipitation in land regions.  
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In Vautard et al. (2021), the performance of the large EURO-CORDEX 
ensemble was analyzed. This ensemble consisted of 55 simulations combining 8 
global climate models (GCMs) and 11 regional climate models (RCMs). They 
focused on biases for the most important climate variables like temperature, 
precipitation, wind, radiation, sea level pressure, and a variety of extreme and 
impact oriented indices. They found that the simulations were overall too cold, 
too wet, and too windy compared to available observations or reanalyses. They 
have also found that the substantial model overestimation of heavy precipitation 
indices when assessed with E-OBS data could be reduced by resorting to high-
resolution precipitation data sets, which had a denser station network, especially 
in topographically complex regions.   

 A companion paper (Coppola et al., 2021) was providing an analysis of 
future projections, including comparison between EURO-CORDEX, CMIP5, 
and CMIP6 ensembles. This paper analyzed the ensemble of regional climate 
model projections for Europe completed within the EURO-CORDEX project. 
Projections were available for the two greenhouse gas concentration scenarios 
RCP2.6 (22 members) and RCP8.5 (55 members) at 0.11 degree resolution from 
11 RCMs driven by 8 GCMs. They concluded that the maximum warming was 
projected by all ensembles in Northern Europe in winter, along with a maximum 
precipitation increase there; in summer, maximum warming occurred in the 
Mediterranean and Southern European regions associated with a maximum 
precipitation decrease. For the mean European climate, the south-north seasonal 
gradients in temperature and precipitation change signals were projected, with 
maximum warming and increase in precipitation over the northern regions in 
winter and maximum warming and a significant decrease in precipitation over 
the southern regions in summer, and in particular over the Mediterranean basin. 

Recently, ensembles of models are often used to assess possible climate 
change. This assessment is an estimate of uncertainty rather than the basis for 
any averaged and more reliable scenario, because different regional models with 
different resolutions and driving global models have different estimates of 
possible changes in the temperature and rainfalls. The regional model RegCM4 
(Giorgi et al., 2012) was used in this work. The systematic errors in the previous 
version RegCM3 have been investigated in Bergant et al. (2007). The model 
shows a cold averaged bias over Europe with the exception of the northern part 
between 1.2 °C and +1.0 °C. It also shows a prevailing wet averaged bias. The 
distinction between coastal and inland regions can also be seen. An overview 
and analysis of newer versions of the regional models involved in the Med-
CORDEX simulation can be seen in Somot et al. (2018). The Med-CORDEX 
domain includes the Mediterranean climate zone, the Mediterranean Sea, and the 
river catchment basins of the Mediterranean and Black Seas. As mentioned, 
many factors like strong land-sea contrast, ground-atmosphere feedback, 
intensive air-sea connection and aerosol-radiation interaction, as well as a 
variety of regional characteristics must be taken into account when modeling the 
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Mediterranean climate. In this study, a smaller and climatically homogeneous 
area was selected compared to those used for Europe. It includes the Balkan 
Peninsula and part of the Apennine Peninsula. This is done on the assumption 
that the factors that determine climate change are more homogeneous. Thus, we 
can expect a more appropriate estimate of the change in the number of intense 
convective precipitation events.  

2. Data and method 

The aim of the article is to present a possible way of estimating the expected 
changes in heavy rainfall. The goal is not to compare different models or model 
modifications. The RegCM version 4.4.5 regional climate model (Giorgi et al., 
2012) forced with boundary conditions from HadGEM2-ES global climate 
model (Hadley Centre Global Environment Model - Earth-System version 2, 
(Collins et al., 2011) has been used. The RegCM4 originates from the regional 
climate model developed by Giorgi et al. (1993a, 1993b). RegCM4.4.5 has a 
dynamical core of the fifth-generation Mesoscale Model (MM5) from the 
National Center for Atmospheric Research (NCAR) and Pennsylvania State 
University (Grell et al., 1994). The RegCM4 is a hydrostatic, compressible, 
sigma-p vertical coordinate model run on an Arakawa B-grid. It uses the 
radiation scheme of the Community Climate Model 3 (CCM3) (Kiehl et al., 
1996). Many studies on the validation and calibration of numerical models have 
been published lately (Torma et al., 2011; Pieczka et al., 2016; Kotlarski et al., 
2014; Giorgi et al., 2012). In addition, numerical models depend on a set of 
initial variables and parameters, as they use a series of simplifications and 
parameterizations of natural processes. In this study, the Grell scheme (Grell, 
1993) with the Arakawa – Schubert (Arakawa and Schubert, 1974) closure 
assumption (Grell-AS) was used for convective precipitation parametrization.  A 
sensitivity analysis of five experiments with different convective precipitation 
schemes found that the model sensitivities of extreme precipitation to global 
warming are lower over mountains than over oceans and plains sensible to the 
choice of cumulus convection scheme, and that the most appropriate convective 
precipitation scheme in the region covering Bulgaria is the Grell scheme with 
Arakawa-Schubert closure (Valcheva and Peneva, 2014). For large-scale non-
convective precipitation, the sub-grid explicit moisture scheme (SUBEX) (Pal et 
al., 2000) was used. The second-generation biosphere–atmosphere transfer 
scheme (BATS) (Dickinson et al., 1993) was used for simulating land surface 
processes. Sensitivity experiments of RegCM4 to planetary boundary layer 
parameterization were done by Güttler et al. (2014), where the planetary 
boundary layer modeled on the basis of the modified scheme of Holtslag et al. 
(1990) is used. More details on the model can be found in Elguindi et al. (2014). 
The model employs 18 vertical sigma levels, with a model top at 25 hPa and a 
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bottom at 995 hPa. A simulation domain covering the Balkan Peninsula and part 
of the Apennine Peninsula is presented using Lambert conformal projection 
suitable for mid-latitudes (Fig. 1). The domain was centered at 24 E - 42 N, with 
a grid size of 20 km and 128 × 96 grid points, which correspond to  
2560 × 1920 km2. These spatial resolution leads to a time step of 60 seconds 
according to Courant - Friedrichs - Lewy criterion. The results are shown after 
removing the buffer zone from 12 grid points from each side of the domain. 
RCP scenarios were used in this study (Moss et al., 2010). The experiments 
were according to the RCP4.5 (Thomson et al., 2011) and RCP8.5 (Riahi et al., 
2011) scenarios. The reference period is from 1975 to 2004. The future periods 
are from 2021 to 2050 and from 2071 to 2099. 
 
 
 

 
Fig. 1. Regional climate model topography (m) and domain size after removing the buffer 
zone. 

 

 

 
The greenhouse gas concentrations in the RCPs closely correspond to the 

emission trends discussed in Clarke et al. (2010). RCP2.6 has a peak in carbon 
dioxide concentrations around 2050, followed by a modest decline to about 
400 ppm, by the end of the century. RCP6 and RCP4.5 show a stabilizing 
carbon dioxide concentration, close to the median range in the literature. For 
CO2, RCP8.5 follows the upper range, rapidly increasing carbon dioxide 
concentrations (van Vuuren et al., 2011). The hypothesis accepted here is that 
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the increase in greenhouse gases is the reason for the increase in the number of 
extreme rainfall. This is why we use RCP4.5 (stabilizing concentration) and 
RCP8.5 (increasing concentration) scenarios for this study.  

The climate models make it possible to estimate rainfall intensities for sub-
daily internals. As noted, such intervals have drawbacks, also because the 
shorter the time interval for determining the intensity, the greater the error will 
be in the extrapolation in the grid points of the model. Together with the 
circumstances mentioned in Section 1 for sub-daily intervals, this is the reason 
for estimating the changes in the number of heavy rains over a period of 24 
hours.  

The thresholds used by Meteoalarm (http://www.meteoalarm.org/) provide 
such an opportunity. Each country participating in this network has set 
thresholds for dangerous weather, and in particular for heavy rainfall. The 
threshold for heavy rainfall depends on both on the climatic norms typical for 
the country and on the infrastructure. The color scale is 

– yellow: the weather is potentially dangerous; 
– orange: the weather is dangerous; 
– red: the weather is very dangerous. 

The infrastructure is taken into account insofar as the purpose of this 
system is to warn people travelling in Europe of severe weather. This can lead to 
inhomogeneity in setting the thresholds for heavy rainfall. For example, two 
areas with the same climate may have different protection facilities. In this case, 
the warning thresholds may differ. In the region under consideration, the 
countries falling within it have very close thresholds, as can be seen from the 
study in the RAIN project. 

Following point 1 of the WMO guidelines noted above, fixed thresholds 
will be examined.  An important step is the choice of thresholds for intense 
(actually 'dangerous' rainfall). In order for the simulations to be relevant, the 
cases should not be too small. Their number decreases sharply with increasing 
threshold. Therefore, the accepted values for the ‘yellow’ code in the countries 
of the district will be used as a measure to change the hazardous precipitation. 
The threshold amounts are for the 24-hour precipitation. They with the 
respective threshold values accepted in them are: Bulgaria (15), Croatia (25), 
Hungary (20), Italy (20), Romania (25), Serbia (30), and Slovenia (20).  

These thresholds are also used to determine the risk of floods. Floods 
depend on many factors, such as basin size, slope, land cover, soil type, etc. 
These are specific for each catchment and must be taken into account separately 
when assessing flood risk. Despite the local specific conditions, in Hurford et al. 
(2012) the average 24-hour rainfall leading to floods varies from 20 mm to 
45 mm with an average value of about 35 mm. 
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The expression ‘rare event rule’ (Taylor, 2021) is accepted in the statistics: 
‘If specifically observed event is extremely rare, then the assumption is probably 
incorrect’. Two series of events are usually compared:  

– an event that easily occurs,  
– an event that is highly unlikely to occur. 

Here, only the accepted thresholds are compared, without statistical 
analysis and use of confidence intervals. It is assumed that a detailed statistical 
analysis with even more observations was performed everywhere before 
determining the hazard categories. 

The E-OBS observational database, version 23.1e (Cornes et al., 2018) is 
available on a 0.1 and 0.25 degree regular grid. In this study, E-OBS v.23.1e 
daily precipitation sum above the mentioned threshold were used on 0.25 regular 
grid, for the period 1975–2004. From Fig. 1 it is seen, that the cases with 
precipitation of 30 mm/24h are missing in large areas of the considered domain 
(including Bulgaria). Increasing the threshold will lead to fewer events and a 
breach of the rare event rule. In these areas, the ‘yellow code’ thresholds for the 
country concerned guarantee the existence of an acceptable number of cases 
(e.g., over 15), but this is not the case for the 'orange code' thresholds.  

3. Results and discussions 

In Figs. 2 and 3 we compare the annual number of cases when precipitation is 
greater than or equal to 15, 20, 25, and 30 mm/24h from observations (Fig. 2) 
and simulations (Fig. 3). Firstly, we prepare daily precipitation sum from 
RegCM precipitation data, after that we count the cases with precipitation above 
the mentioned thresholds, and finally the result is divided by the number of 
years (30 or 28, depending on the period) to get annual (seasonal) number of 
cases (Fig. 3). The same procedure is applied for E-OBS precipitation data (Fig. 
2) in order to compare simulated data with observational data. As we can see, 
RegCM4 overestimates the annual number of cases above all the thresholds, 
especially over the Carpathian Mountains, the eastern coast of Adriatic, Ionian 
and Aegean Seas. 
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Fig. 2. Annual number of cases when precipitation >= 15, 20, 25, and 30 mm/24h 
according to the E-OBS precipitation data with 0.25º x 0.25º resolution for the period 
1975–2004. 

 
 
 

In Spiridonov and Balabanova (2021), the conclusion is made that the 
number of cases with convective precipitation over 35 mm / day is preserved 
during the year, although it decreases in the summer. The reason is the increase 
in temperature during the other seasons, which creates conditions for the 
development of convective precipitation. These values are in the ‘orange’ area 
of the indicated countries. The experiments were performed using the RCM 
ALADIN model according to scenario A1B. The consequence of this is that 
above this threshold, the number of heavy rains will not differ from that for the 
reference period. The difference is only in their distribution during the year. 
With warming, the conditions for these precipitation events are available over a 
larger period of the year, thus compensating the reduction in their number in 
summer (shown in the article below).  
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Fig. 3. Annual number of cases when precipitation >= 15, 20, 25, and 30 mm/24h 
according to the RegCM4  precipitation data with 20 km resolution for the period 1975–
2004.  

 
 
 
 

It is noteworthy that the areas with increasing and decreasing number of 
cases are different for the different intervals of intense rainfall. This may be due 
to the different effect of temperature conditions for the period under 
consideration as well as other local conditions. It is possible that the increase in 
precipitation in one interval is at the expense of their decrease in the other. This 
problem must be considered on its own.  

In Fig. 4, simulated annual and seasonal mean changes in temperature in ºC 
are shown according to the RCP4.5 and RCP8.5 scenarios for the periods 2021–
2050 and 2071–2099 compared with the reference period 1975–2004. Warming 
is observed throughout the year, especially during the summer season. 



 

88 

 
Fig. 4. Simulated annual and seasonal mean changes in temperature (in °C) with the 
regional climate model RegCM4 for the periods 2021-2050 and 2071-2099 according to 
the RCP4.5 (first two rows) and RCP8.5 (last two rows) scenarios compared with the 
reference period 1975–2004. 

 
 
 
 

According to the RCP4.5 scenario, the annual temperature increase is 
between 1.5 ºC and 2.3 ºC in the first period and up to 3.5 ºC in the second 
period for the whole study area. During the first period 2021–2050, the greatest 
warming can be expected during the summer season between 2.5 ºC and 3 ºC. 
During the other seasons, the temperature rise is smaller, between 1.5 ºC and 
2 ºC. During the second period 2071–2099, the temperature rises between 2 ºC 
and 2.5 ºC in the winter season and between 2.5 ºC and 3.5 ºC in spring and 
autumn. The temperature increase in summer can reach 5 ºC in the northern and 
northwestern parts of the region. According to the RCP8.5 scenario, the annual 
temperature increase is between 1.8 °C and 2.5 °C in the first period and 
between 4.2 °C and 5.8 °C in the second period for the whole region. During the 
first period 2021–2050, the greatest warming can be expected during the 
summer season between 2.5 °C and 3.5 °C. During the other seasons, the 
temperature rise is smaller, between 1.5 °C and 2.5 °C. During the second period 
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2071–2099, the temperature rise is between 3.5 °C and 4 °C in winter and spring 
and between 4.5 °C and 5.5 °C in autumn. The temperature increase in summer 
can reach 5–7 °C. 

The simulations for convective precipitation above the used 24-hour 
thresholds are shown in Figs. 5, 6, 7, and 8. They present changes between the 
future and the reference number of convective precipitation above the accepted 
threshold averaged per year (season). 

 
 
 

 
Fig. 5. Simulated annual and seasonal changes in the number of cases with 24-hour 
convective precipitation above the fixed threshold from 15 mm/24h averaged per a year 
(season) with the regional climate model RegCM4 for the periods 2021-2050 and 2071–
2099 according to the RCP4.5 (first two rows) and RCP8.5 (last two rows) scenarios 
compared with the reference period 1975–2004. 

 
 
 
 
 

Fig. 5 shows the annual and seasonal change in the number of cases with 
24-hour convective precipitation above the threshold from 15 mm/24h averaged 
per year (season) for the periods 2021–2050 and 2071–2099 according to the 
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RCP4.5 and RCP8.5 scenarios compared with the reference period 1975–2004. 
The first column shows an increase in the number of cases of annual heavy 
convective precipitation along the eastern coasts of the Adriatic, Ionian, and 
Aegean Seas with 4–6 cases per year for both periods and for both scenarios and 
an increase with 1–2 cases over the half part of the continental areas. According 
to the RCP8.5 scenario, extreme rainfall can be expected to increase along the 
western coast of the Black Sea and also the Marmara Sea with 2–4 cases per 
years by the end of the century. A decrease in the number of cases of annual 
heavy convective rainfall can be expected in mountainous areas, especially in 
the eastern parts of the Alps, nevertheless the area holds the maximum 
precipitation total in the Alpine region according to the high-resolution 
observational precipitation dataset EURO4M (Isotta et al., 2014). The number 
of cases of annual heavy convective precipitation decreases in the Carpathians 
and the Balkan Mountains by 3–4 cases per year by the end of the century. 
When looking at the seasons, an increase in extreme rainfall is shown along the 
Adriatic and Aegean coasts in the winter season and along the eastern coast of 
the Adriatic Sea in autumn by 1–2 cases per season according to the RCP4.5 and 
by 2–3 cases for the period 2071–2099 according to the RCP8.5 scenario. There 
is no change in the number of extreme convective rainfall cases in winter season 
over the continental part of the studied area. A reduction in the number of 
extreme convective rainfall events in mountainous areas is shown during the 
summer season with 3–4 cases in the eastern parts of Alps and the Carpathians 
according to the RCP8.5 scenario by the end of the century. In the summer 
season, there is an increase in the number of extreme precipitation events in 
some parts of the coastal areas. In spring, there is an increase in the number of 
extreme convective events by 1–2 cases in almost the whole study area and an 
increase by 2–3 cases along the eastern Adriatic coast for the period 2071–2099 
according to the RCP8.5 scenario. For Bulgaria according to the RCP8.5 
scenario, extreme precipitation events in the Danube plain and the Dobrudzha 
plateau are expected to increase with 1–2 cases per year by the end of the 
century and along the Black Sea coast with 3 events per year. There is an 
increase in extreme convective precipitation events along the Black Sea coast in 
the autumn season by 1–2 events and along the Danube plain and the Dobrudzha 
plateau with 1–2 events per season. A decrease in extreme precipitation in 
mountainous regions is observed in the summer season with 3–4 cases per 
season, especially in the high parts of the Rila-Rhodope region and the Balkan 
mountain according to the RCP8.5 scenario for the period 2071–2099. 
According to the Meteoalarm program, this threshold corresponds to ‘yellow’ 
code in Bulgaria. 
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Fig. 6. Same as Fig. 5, but for the fixed threshold from 20 mm/24h. 

 
 
 
 

Fig. 6 shows the annual and seasonal changes in the number of convective 
rainfall cases above the threshold of 20 mm/24h averaged per year (season). The 
first column shows an increase in the number of annual heavy precipitation 
events along the coasts of Adriatic, Ionian, and Aegean Seas with about 4–5 
cases per year for both scenarios and both periods and Black Sea coast by 2–4 
events according to RCP8.5 by the end of the century. In annual average, both 
RegCM simulations also depict an increase of extreme convective precipitation 
events over about half of the continental region, especially by the end of the 
century. There is a decrease in the number of annual heavy convective 
precipitation events in the continental parts of the studied area, especially over 
the mountainous regions (Carpathians, eastern parts of the Alps, Balkan 
Mountains, Rila-Rhodope region) by about 3–4 cases per year. When looking at 
the seasons, an increase in extreme rainfall is shown along the Adriatic and 
Aegean coasts in the winter season by 2–3 cases per season and along the 
eastern coast of the Adriatic Sea in autumn by 2–3 cases according to the 
RCP8.5 scenario by the end of the century. There is no change in the number of 
extreme convective precipitation events in winter over the continental part of the 
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area. In spring, there is an increase in extreme rainfalls with 1–2 cases along the 
Adriatic coast. A decrease in the number of extreme convective rainfall events is 
shown in mountainous areas during the summer season with 3 cases per season, 
especially in the eastern parts of the Alps and the Carpathians. In summer, there 
is also an increase in the number of extreme precipitation events in some parts of 
the coastal areas by 1–2 cases. According to the Meteoalarm program, this 
threshold corresponds to ‘yellow’ code in Hungary, Italy, and Slovenia. 
 
 
 

 
Fig. 7. Same as Fig. 5, but for the fixed threshold from 25 mm/24h. 

 
 
 

Fig. 7 shows the annual and seasonal changes in the number of cases with 
24-hour convective precipitation above the threshold from 25 mm/24h for the 
periods 2021–2050 and 2071–2099 according to the RCP4.5 and RCP8.5 
scenarios compared with the reference period 1975–2004. Annual heavy 
precipitation events increase with 2–4 cases over the eastern coast of the 
Adriatic and Ionian Seas and western coast of Turkey. An increase in extreme 
rainfall cases is shown along the Adriatic and Aegean coasts in the winter 
season by 1–2 cases per season and along the eastern coast of the Adriatic Sea 
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and over the Black Sea in autumn by 1–2 cases for both periods and both 
scenarios. There is no visible change in the number of extreme convective 
events in winter over the continental part of the area. In summer and spring, 
there is an increase in extreme rainfalls with 1–2 cases in some parts of the 
coastal areas. Again, we can expect a decrease in the extreme rainfall cases over 
the mountains areas on annual basis and a decrease over the continental parts 
during the summer season. According to the Meteoalarm program, this threshold 
corresponds to ‘yellow’ code in Romania and Croatia. 

 
 

 
Fig. 8. Same as Fig. 5, but for the fixed threshold from 30 mm/24h. 

 
 

Fig.  8 shows the annual and seasonal changes in the number of cases with 
24-hour convective precipitation above the threshold from 30 mm per 24 hours  
averaged per year (season) for the periods 2021–2050 and 2071–2099 according 
to the RCP4.5 and RCP8.5 scenarios compared with the reference period 1975–
2004. The first column shows an increase in the number of annual heavy 
convective rainfall cases along the coastline by 2–3 cases per year, especially 
along the eastern coast of the Adriatic Sea and the coast of Southern Italy, 
Greece, and Turkey for both scenarios and both periods. There is a decrease in 
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the number of annual heavy rainfall cases in the mountainous areas by 1–2 cases 
per year. When considering the seasons, an increase in extreme rainfalls are 
expected in the autumn and winter seasons along the eastern coast of the 
Adriatic Sea by 1–2 cases for both periods and both scenarios. According to the 
Meteoalarm program, this threshold corresponds to ‘yellow’ code in Serbia. 

For both periods of climate change simulation, in both scenarios the 
number of heavy convective rainfalls decreases in the mountainous areas. The 
corresponding increase in water content is not enough to increase the number of 
intense convective precipitation events. This effect is expressed mainly in the 
summer when the number of convective and / or stratiform precipitation 
decreases. The decrease in the number of cases of heavy rainfall does not 
exclude the increase in the amount of precipitation in these areas due to the 
increased water content according to the law of Clausius – Clapeyron. For that 
reason, Fig. 9 shows the annual and seasonal changes in the amount of 
convective precipitation according to the RCP8.5 and RCP4.5 scenarios in 
percentages by the end of the century. 

 
 

 
Fig. 9. Simulated annual and seasonal changes in the amount of convective precipitation 
(in %) with the regional climate model RegCM4 for the periods 2021–2050 and 2071–
2099 according to the RCP4.5 (first two rows) and RCP8.5 (last two rows) scenarios 
compared with the reference period 1975–2004. 
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The first column of Fig. 9 shows a decrease in the amount of the annual 
convective precipitation by 10–20% over the continental northwestern parts of the 
studied area and an increase in precipitation over seas, by 10–20% over the Adriatic 
and Aegean Seas, reaching 30–40% over the Black Sea. The most significant 
increase in convective rainfall is shown in the winter season according to the 
RCP8.5 scenario with almost 90% over the continental parts of the studied area for 
the both periods (2021–2050) and (2071–2099). Conversely, during the winter 
season there are no visible changes in the number of extreme rainfall cases above 
the ‘yellow’ code over the continental part of the domain (Figs. 5, 6, 7, and 8). The 
amount of convective rainfall during the spring season also increases by 20–40% 
over the northern parts of the domain and especially over the Black Sea region by 
over 60%. During the summer season, the amount of precipitation decreases by 20–
40% in almost the entire study area, except for the Aegean Sea and the eastern parts 
of the Black Sea. During the autumn season, there is a decrease in convective 
rainfall by 20–40% in the northwestern and southeastern continental parts of the 
region and an increase over the seas by 20–40%. 
 
 

 
Fig. 10. Simulated annual and seasonal changes in the number of cases with 24-hour total 
precipitation above the fixed threshold from 15 mm/24h averaged per a year (season) 
with the regional climate model RegCM4 for the periods 2021–2050 and 2071–2099 
according to the RCP4.5 (first two rows) and RCP8.5 (last two rows) scenarios compared 
with the reference period 1975–2004. 
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Due to the fact that the Meteoalarm thresholds are for total precipitation we 

have presented an additional information in Figs. 10, 11, 12, and 13 for the 
simulated annual (first columns) and seasonal (last four columns) changes in the 
number of cases with total precipitation above the fixed thresholds from 15, 20, 
25, and 30 mm/24h, and also an information about the percentage (%) of the 
convective precipitation of total precipitation on Fig. 14.  

Fig. 10 shows the simulated annual and seasonal changes in the number of 
cases with 24-hour total precipitation above the fixed threshold from 15 mm/24h 
for the periods 2021–2050 and 2071–2099 according to the RCP4.5 and RCP8.5 
scenarios compared with the reference period 1975–2004 averaged per a year 
(season). The first column shows an increase in the number of extreme 
precipitation cases with 2–4 cases per year over the continental parts of the 
domain and in increase with 5–6 cases per year over the Adriatic, Ionian, 
Marmara, and Aegean Seas. There is an increase with 6–9 cases per year over 
the central part of the Black Sea by the end of the century. A decrease in the 
number of extreme rainfall can be expected over parts of eastern Alps, Dinaric, 
Pindus, Rila-Rhodope and Balkan Mountains, the southernmost parts of Turkey, 
and parts of Italy. When looking at the seasons there is an increase in extreme 
cases in winter and spring over almost the whole territory with 1–2 cases for 
both scenarios for the period 2021–2050 and 2–3 cases per season for the 
RCP8.5 scenario by the end of the century, a decrease in the summer season 
over the most parts of continental area of the studied domain, and an increase of 
extreme cases over half of domain in autumn. A reduction in the extreme rainfall 
is shown during the summer season with 4 to 6 cases, especially in the eastern 
parts of the Alps and the Carpathians according to the RCP8.5 scenario for the 
period 2071–2099, but also an increase in some parts of coastal areas. 
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Fig. 11. Same as Fig. 10, but for the fixed threshold from 20 mm/24h. 

 
 
 
 
 

Fig. 11 shows the simulated annual and seasonal changes in the number of 
cases with 24-hour total precipitation above the fixed threshold from 20 mm/24h 
averaged per a year (season) for the periods 2021–2050 and 2071–2099 
according to the RCP4.5 (first two rows) and RCP8.5 (last two rows) scenarios 
compared with the reference period 1975–2004. The first column shows an 
increase in the number of annual heavy precipitation events over the continental 
parts of the studied area with 1–3 cases per year by 2050 and 4–5 cases by 2099, 
and an increase with 5–6 cases per year over the coastline according to both 
scenarios by the end of the century. A decrease in the number of extreme 
rainfalls is shown in the mountainons regions with 4–5 cases per year. In winter 
and spring an increase of extreme rainfall can be expected with 1–2 cases per 
season over most of the studied domain, an decrease in the number of extreme 
cases during the summer season, especially over the northern and northwestern 
parts of the domain, and in autumn over mountains areas. 
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Fig. 12. Same as Fig. 10, but for the fixed threshold from 25 mm/24h. 

 
 
 
 
 

Fig. 12 shows the annual and seasonal changes in the number of cases with 
24-hour total precipitation above the threshold from 25 mm/24h for the periods 
2021–2050 and 2071–2099 according to the RCP4.5 and RCP8.5 scenarios 
compared with the reference period 1975–2004. The annual heavy precipitation 
events increase with 2–4 cases over the continental parts and by 3–5 cases over 
the Aegean, Ionian, and the eastern coast of the Adriatic Seas. When looking at 
the seasons, there is an increase in the number of extreme rainfalls in winter and 
spring over almost the entire continental part of the domain, and a decrease in 
summer, especially over the northern and northwestern parts of the studied 
domain. In the autumn season, increase can be expected in the number of 
extreme rainfalls except in the mountains regions. 
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Fig. 13. Same as Fig. 10, but for the fixed threshold from 30 mm/24h. 

 
 
 
 

Fig. 13 shows the annual and seasonal changes in the number of cases with 
24-hour total precipitation above the threshold from 30 mm/24 hours averaged 
per year (season) for the periods 2021–2050 and 2071–2099 according to the 
RCP4.5 and RCP8.5 scenarios compared with the reference period 1975–2004. 
The first column shows  an increase in the number of extreme events along the 
coastline with 2–3 cases per year, especially along the eastern coast of the 
Adriatic Sea and the coast of Southern Italy, Greece, and Turkey for both 
scenarios and both periods. An increase in extreme rainfalls is expected in the 
winter and spring seasons by 1–2 cases over most of the studied territory. A 
decrease in extreme rainfall is shown during the summer season in the northern 
and northwestern parts of the domain and an increase in the coastal areas.  

The ratio of convective precipitation to total precipitation in the NCEP-
NCAR analysis during the months of January, April, July, and October can be 
seen in Myoung and Nielsen-Gammon (2010). This ratio, obtained with the 
RegCM model by season is shown in Fig. 14. 
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Fig. 14. Seasonal ratio of convective precipitation to total precipitation in % for the 
period 1975–2004.  

 
 
 

Fig. 14 shows the seasonal ratio of convective precipitation to total 
precipitation in % for the period 1975–2004. In winter, the convective rainfall is 
10% of the total rainfall over the continental part of the study area, with the 
exception of the coastal areas of the Adriatic, Ionian, and Aegean Seas, where 
the convective rainfall is about 20–50% of the total rainfall. In spring, the 
convective precipitation is 40–60% over the continental parts excluding 
mountains (20–30%) and 80–90% over the seas excluding the Black Sea (20–
30%). In summer, 80–90% of the precipitation is convective except for the 
mountains (50–70%). In autumn, 10–30% of the precipitation is convective over 
the continental parts except over Italy and coastal areas (50–70%). In the annual 
rainfall (not shown here), between 80 and 90% of annual rainfall over the seas is 
convective except the Black Sea (between 30–50%). Over the continental parts 
of the domain, between 20 and 40% of the total precipitation is convective 
except the Adriatic, Ionian, and Aegean coasts (50–80%). For Bulgaria, 
according to the regional climate simulations, annual convective precipitation is 
30–40% of the total precipitation for the whole territory: 40–50% for Hungary, 
20–40% for Romania, 40–70% for Italy, 30–40% for Slovenia, 40–70% for 
Croatia, and 30–50% for Serbia. 
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Fig. 15. Simulated annual mean changes of 10 m wind speed (m/s) and direction with the 
regional climate model RegCM4 for the periods 2021–2050 and 2071–2099 according to 
the RCP4.5 (first column) and RCP8.5 (second column) scenarios compared with the 
reference period 1975–2004. Wind direction and speed changes have been shown in 
vectors and shades, respectively. 

 

 
Because of the strong increase of the extreme precipitation in the coastal 

area, we have also shown the simulated annual mean change of 10 m wind speed 
(m/s) and direction (Fig. 15) for the periods 2021–2050 and 2071–2099 
according to the RCP4.5 (first column) and RCP8.5 (second column) scenarios 
compared with the reference period 1975–2004. The wind direction and speed 
change have been shown in vectors and shades, respectively. In the period 
2021–2050, an increase in the annual wind speed of 10 m by 0.1–0.3 m/s is 
observed mainly in the coastal areas of the Aegean and Marmara Seas, parts of 
the eastern coast of the Adriatic Sea, and parts of western Turkey under both 
scenarios. In the period 2071–2099, an increase of 0.1–0.3 m/s is observed over 
the Black and Marmara Seas and by 0.3–0.5 m/s over the Aegean Sea under the 
RCP4.5 scenario. According to the RCP8.5 scenario, the increase is 0.3–0.5 m/s 
over the western Black Sea coast and parts of the eastern Adriatic coast, and 
0.7–0.9 m/s over the Aegean and Marmara Seas. 
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4. Conclusions 

The thresholds used by the Meteoalarm program were used as a measure of 
change in the hazardous precipitation over the studied domain. The accepted 
threshold values for ‘yellow’ code accepted in the countries from the district 
used in this study were: Bulgaria (15 mm/24h), Croatia (25 mm/24h), Hungary 
(20 mm/24h), Italy (20 mm/24h), Romania (25 mm/24h), Serbia (30 mm/24h), 
and Slovenia (20 mm/24h). Overall, it can be concluded that it is possible to 
identify areas with an increased risk of heavy rainfall using the Meteoalarm 
criteria.  

According to the regional climate simulations with 20 km resolution, an 
increase in the number of hazardous total precipitation events can be expected in 
the coastal areas for both scenarios and for both periods, especially in the coastal 
areas of the Adriatic, Ionian, Aegean, Black, and Marmara Seas. In general, the 
number of extreme precipitation events can be expected to decrease over the 
mountains in this region on annual basis (eastern parts of the Alps, Carpathians, 
Dinaric Mountains, Pindus Mountains, Balkan Mountains, and Rila-Rhodopes 
Mountains). An increase in the number of dangerous precipitation cases can be 
expected in the winter and spring season, for all thresholds, an increase in the 
autumn season over the half continental part of the studied area, a decrease in 
summer season over the continental parts of the domain, and an increase in 
summer in some parts of the coastal areas.  

Overall, the number of extreme convective precipitation cases above the 
accepted thresholds from 15, 20, 25, and 30 mm for 24-hour increase for both 
scenarios and both periods in the coastal areas and decrease over the mountains 
on annual basis. In the winter season, there is no change in the number of 
extreme convective rainfall cases over the continental part of the studied area. 
The reason for this is that simulations show that the winter convective 
precipitation is about 10% of the total precipitation in the continental parts of the 
study area. An increase in the extreme rainfall cases is shown along the Adriatic 
and Aegean coasts in the winter season and along the eastern coast of the 
Adriatic Sea in autumn for both periods, both scenarios, and all thresholds. In 
spring, there is an increase in the number of extreme convective events in almost 
the whole study area especially along the eastern Adriatic coast (cases above 15 
and 20 mm/24h) and along the coastal areas (cases above 25 and 30 mm/24h). A 
reduction in the number of extreme convective rainfall events is shown in the 
mountainous areas during the summer season for all periods and all thresholds. 

According to the regional climate simulations, between 20 and 40% of the 
annual precipitation is convective except for the Adriatic, Ionian, and Aegean 
coasts (50–80%). In the winter season, about 10% of the total rainfall is 
convective over the continental part of the studied area, with the exception of the 
coastal areas of the Adriatic, Ionian, and Aegean Seas, where the convective 
rainfall is about 20–50% of the total rainfall. In spring, 40–60% of the 
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precipitation is convective over the continental parts excluding the mountainons 
regions (20–30%) and over the seas (80–90%) excluding the Black Sea (20–
30%). In the summer season, about 80–90% of the precipitation is convective 
except for the mountains (50–70%). In autumn, 10–30% of the precipitation is 
convective over the continental parts except for Italy and coastal areas (50–
70%).  

Because of the strong increase of extreme precipitation in the coastal area, 
we have also presented spatial maps of the simulated annual mean change of the 
10 m wind. An increase in the annual wind speed can be expected by 0.1–0.3 m/s, 
mainly over the coastal areas for the period 2021–2050 for both scenarios and 
by 0.3–0.5 m/s for the period 2071–2099 under the RCP4.5 scenario.  According 
to the RCP8.5 scenario, an increase can be expected by 0.3–0.5 m/s over the 
western coast of the Black Sea, parts of the eastern coast of the Adriatic Sea, and 
by 0.7–0.9 m/s over the Aegean and Marmara Seas for the period 2071–2099. 
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Abstract⎯ Life could not exist on Earth without air; this is why its protection is so 
important. However, air pollution has been known since ancient times, nowadays pollutants 
from anthropogenic sources occur in much higher quantities. Previously, the primary 
emission sources were factories due to the industrial revolution, then the development of 
transportation and the presence of internal-combustion engines made air pollution a major 
issue. Therefore, more and more efforts have been made over the last decades to reduce the 
emissions of air pollutants in the industrial sector and the everyday life of the population. 
Because of this, it is essential to know the factors influencing the air quality of the 
settlement and to monitor the pollutants properly. Therefore, within the framework of the 
research work, we examined the possibilities of placing an immission measuring point. To 
do that, we needed to explore the most important characteristics of the town. Therefore, we 
examined its structure, meteorological and climatic factors, which fundamentally affect the 
air quality. We made immission maps using a Geographical Information Program (QGIS) 
based on the received data. Finally, based on the results, we examined the possibilities of 
placing an immission measuring station. 
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1. Introduction 

In recent decades, environmental protection has become increasingly important to 
humanity. Within this, the most frequently mentioned topics include water quality 
protection, soil protection, waste management, wastewater treatment and, last but 
not least, the protection of ambient air. The atmosphere is made up of gases and 
liquid and solid particles in different proportions, and the processes between them 
affect our lives (Kinney, 2008; Kampa and Castanas, 2008; Gurjar et al., 2010). 
From a biological point of view, it is one of the most critical components of our 
metabolism (Kim et al., 2013), so its protection plays an extremely important role. 
The appearance of air pollution dates back a long time; it can be linked to man's 
appearance; it has been known in the form of smoke since ancient times 
(Anderson, 2009). In the 1700s, densely populated large cities were created due 
to the industrial revolution, making air pollution an increasing problem compared 
to the past (Stevens et al., 2020; Ghirga, 2021). However, the emissions are not 
yet considered significant compared to the current ones. The development of 
industry, and transport is much more defining and influencing air quality today 
(Briggs et al., 2000; Krämer et al., 2000; Tang and Wang, 2007). These are 
collectively referred to as anthropogenic sources. 

The amount and type of artificial air pollutants emitted into the atmosphere 
may vary from country to country, depending, among other things, on the amount 
produced by industrial activity; modernity of the equipment used; type of fuel; 
degree of removal of contaminants; population; climate; and, last but not least, 
age, number, and technical adequacy of motor vehicles (Aunan and Wang, 2014; 
Xu et al., 2018; Wang et al., 2020). However, the leading causes of air pollution 
in urban areas are hazardous pollutants of anthropogenic origin, such as carbon 
monoxide, sulfur dioxide, nitrogen oxides, ozone, and particulate matter (Chenet 
al., 2007; Orellano et al., 2020). Our research focused on airborne dust pollution 
(PM10, PM2.5). They are often catalogued as 'floating dust' but are best known as 
particulate matter (PM), linked with most pulmonary and cardiac-associated 
morbidity and mortality (Al-Hemoud et al., 2018; Pope et al., 1991; Lu et al., 
2015). In addition, long-term exposure to current ambient PM concentrations may 
lead to a marked reduction in life expectancy (van Zelm et al., 2008; Khaniabadi 
et al., 2016). 

The air quality of the settlement is the result of interactions of natural and 
anthropogenic factors. With the continuous strengthening of environmental 
awareness, the population became increasingly interested in their living 
environment, especially the quality of the ambient air. Automatic monitoring 
stations are now installed almost everywhere globally to monitor the amount of 
pollutants in the atmosphere and inform the inhabitants of the settlement about 
the air quality. As the study area is a dynamically developing settlement, it may 
be necessary to locate a measuring station. Although the population data do not 
justify this, it can be a reasonable basis for settlement development and planning 



109 

decisions. In addition, it can help to prepare smog alarm plans and monitor the 
relationship between the air quality of the settlement and the health of the 
population. 

2. Methodology 

2.1. Study area 

Balatonalmádi is located on the northern shore of Lake Balaton, about 8 km long, 
in the southern part of Veszprém county. It has an area of 49.88 km2, 9,823 people 
(2019) and a population density of 197 people/km2 ("Balatonalmádi population, 
population, area", 2022). The inner area is 759.89 ha, which can be said to be 
large, and the size of the holiday zone is over 294 ha (KD-ITS Konzorcium, 2015). 
The city is bordered on the east by Lake Balaton and the north by the 
Transdanubia Mountains. The topographic conditions played a decisive role in 
forming the settlement structure, and in some respects, they indicate the 
boundaries of the city districts. 

The settlement consists of four parts of the city, which have different 
functions due to their character. The largest of them is the city center (called 
Almádi district), where most town institutions are located. In addition to the 
administrative function, a significant part of trade and hospitality is there. In 
addition, there is a considerable amount of residential and recreational area in this 
area. Due to the railway line separating the coastal strip from the city district there 
is direct connection between the two areas. The Budatava district officially 
belongs to Balatonalmádi, but it can be considered an independent district due to 
its structure and use. It has a unique structure that results from performing 
different functions. In the area, you will find a single-family residential 
neighbourhood, four-storey residential buildings, commercial units, a high school, 
and a site related to urban management. Budatava has many accessible areas that 
can be used for various functions ("Balatonalmádi", 2022). Vörösberény district 
was formerly an independent settlement, retaining some of its independence even 
after its merger with Balatonalmádi in 1971 (Kredics and Lichtneckert, 1995). In 
this part of the settlement, there are mostly residential areas, the center of the 
district is the Veszprémi road and the Ady Endre street. Here you will find the 
indispensable institutions of city life, such as the post office, GP surgeries, 
kindergartens, commercial units, and the house of culture. In terms of the nature 
of Káptalanfüred district, it is the most recreational area; the permanent 
population is 4% of the city's total population. The proportion of green and 
wooded areas is higher here than in the rest of the town. In addition to the forested 
areas, the natural value of Lake Köcsi and the coastal reeds is high. 
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2.2. Meteorological characteristics, green areas 

The climate corresponds to the Hungarian average, usually warm and moderately 
dry. The number of hours of sunshine per year exceeds 2000, 800–810 hours in 
summer and only 190 hours in winter. The average annual temperature also 
corresponds to the climate and the general characteristics of the country (10.2–
10.5 ° C), which is around 16.5–16.8 °C in summer (KD-ITS Konzorcium, 2015). 
The annual rainfall is 580–600 mm, above the national average of 567 mm. The 
prevailing wind direction is northern, with an average wind speed of 3 m/s, also 
in line with the national average. Overall, the climate is favorable for frost-
sensitive arable crops and vine and fruit production. Its climatic potential offers 
outstanding tourism opportunities. 

In terms of the hydrography of the area, Lake Balaton is dominant, as are the 
Vörösberényi Séd (5.4 km) and the Remete stream (2.5 km). Lake Köcsi in 
Káptalanfüred is a temporary lake.  

The proportion of the green areas of Balatonalmádi (60 604 m2) is low 
compared to the neighboring settlements. Peripheral forests cover more than 
300 ha and contribute to improving the environment. Most public parks are 
located on the shores of Lake Balaton and in the central part of the city. In contrast, 
Vörösberény and Káptalanfüred contain less green space, which is due to the 
formation of the structure of the city districts. In Balatonalmádi, the number of 
rows of trees is typically low, and the location of the existing inland green areas 
is island-like. The preservation of forest patches on the vineyards is a priority due 
to the development of the future vision of the settlement. 

2.3. Primary pollution source - traffic characteristics 

Balatonalmádi can be called a sleeping town; the number of people who commute 
from the settlement is typically high. However, because the city is a tourist center, 
it increases 1.5–2 times during the summer. According to the data of the Central 
Statistical Office, in 2016, a total of 46,746 guests spent at least one night in the 
town ("Hungarian Central Statistical Office", 2022). The main road (highway 71) 
connecting Balatonvilágos with Keszthely passes through the city, handling 
significant tourist traffic. Although there is no direct connection to the expressway 
network, the M7 motorway can be reached at Balatonvilágos, 25 km from 
Balatonalmádi. The street view of Vörösberény and Öreghegy adapted to the 
topography. In contrast, in the case of Budatava and Káptalanfüred, the street 
system is more regular and designed. Most of the municipal roads are built, their 
general condition can be said to be adequate. 

There are three traffic light junctions and nine railway crossings in the city. 
The low number of pedestrian crossings is a problem, making it difficult to cross 
due to increased traffic. The figure below (Fig. 1) shows the traffic situation in 
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the town. Significant congestion usually occurs at two traffic light junctions, both 
are is located on the main road. 

 
 
 

 

 
 

Fig. 1. The traffic situation in Balatonalmádi (source: Google Traffic Monitor) 
 

The increased number of vehicles makes it increasingly difficult to park in 
the city (Fig. 2), especially during the summer months. However, car parks are on 
the beaches, in the city center, at the municipality and commercial facilities, all 
free of charge. 

 
 

  
Fig. 2. Number of passenger vehicles in Balatonalmádi 2010-2019 (Source: in Hungarian 
Statistical Office) 
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2.4. The air quality of the settlement 

The National Air Pollution Measurement Network operates a manual measuring 
station in the settlement (Bajcsy-Zsilinszky út 20.). Data on sulfur dioxide, 
settling dust and nitrogen dioxide have been available for this station since 2002. 
However, from 2006, only NO2 was measured at the measuring station ("OLM - 
Rólunk", 2022; "OLM - Manuális mér hálózat", 2022). Based on the available 
data, the air quality of the settlement was good in each of the years. The problem 
with the manual measuring station is that it is not always possible to operate it 
continuously; longer or shorter periods of missing data can occur. As a result, the 
use of installed automatic measuring stations is more appropriate, especially in 
areas where significant, persistent air pollution can be expected. Alternatively, the 
daily fluctuations in pollution can be better monitored. 

2.5. The instrument used for measurements 

We measured the air pollution with a sensor called Laser PM2.5 Sensor (Fig. 3). 
This laser sensor is suitable for measuring both PM2.5 and PM10 fractions. The 
measuring range for both components is 0–999 g/m3. The principle of operation 
of the laser sensor is the following. The passage of particles through a detector 
results in the scattering of light converted into an electrical signal. This electrical 
signal is amplified by an amplifier and processed. The signal waveform depends 
on the number and size of the particles obtained during the analysis ("Laser PM2.5 
Sensor Specification", 2022). The technical parameters of the sensor used are 
shown in Table 1. 
 
 
 
 

 

Fig. 3. The sensor used for measurements - The air is introduced at pipe marked with and 
the outlet at the fan is marked with 2.  
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Table 1. Technical data of the measuring instrument  

Property Sensor 

Measured parameters PM10, PM2,5 

Measuring range 0,0-999,9 g/m3 

Operating voltage 5 V 

Operating current 70 mA ± 10 mA 
Temperature range (during 
measurement) -10 – 50 °C 

Humidity (during measurement) Max 70% 

Pressure 86 kPa – 110 kPa 

Setup time 1 s 

Relative error Max 15% 10 g/m3 esetén 

Size 71×70×23 mm 

 
 
 
 
 

3. Measurements and results  

The measurements were performed on foot along dedicated routes in 
Balatonalmádi in two periods: in March 30 – April 11 and June 1–10 in 2021, 
almost every day between 7–8 in the morning and 16–17 in the afternoon. The 
primary purpose of choosing the date was to assess air pollution caused by peak 
traffic. We used a mobile phone application (Caynax GPS Sport Tracker) to 
record the routes, GPS coordinates, and time. When choosing the routes, we tried 
to give a good illustration of the air load caused by the busier areas, but at the 
same time, we would form a comprehensive picture of the air pollution of the 
largest possible area. The measurements were performed in Almádi, Budatava, 
and Vörösberény districts. As Káptalanfüred district is primarily a resort area, we 
did not examine that area during the measurements. 

The measured values were recorded with a free downloadable program 
called DustSensorViewer v1.3. We set the sampling frequency to 1 minute with 
the program, which was the lowest value. From the measurement results, we 
calculated an average of the three routes for each day, which was plotted on the 
X-axis, showing the date of the measurement and the concentration in g/m3 on 
the Y-axis. 
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Fig. 4. Average PM10 concentrations in Balatonalmádi, Budatava, and Vörösberény 
districts (red: morning, blue: afternoon). 

  

 

Fig. 5. Average PM2.5 concentrations in Balatonalmádi, Budatava, and Vörösberény 
districts (red: morning, blue: afternoon). 

 
 
 
Higher values for both fractions were detected in the morning (Figs. 4 and 5). 

The obtained results were lower than expected, according to which the 
concentration of airborne dust in the air is higher in the winter heating period. 
Compared to this, we observed persistently higher values during the 
measurements in June, which can be traced back to traffic and the release of pollen 
into the air. The higher values in June may also be explained by the April 
measurements taken during the closures due to the COVID-19 epidemic, when 
the schools were closed. 

0

100

200

300

400

500

600

C
on

ce
nt

ra
tio

n 
(

g/
m

3 )

0
20
40
60
80

100
120
140
160
180
200

C
on

ce
nt

ra
tio

n 
(

g/
m

3 )



115 

The results were plotted using an open-source GIS program called Quantum 
GIS 3.18.3. [38] First, we exported the GPS coordinates of the measurement 
routes from the application as a GPX file and then added this to the map as a new 
vector layer in the QGIS GIS program for map representation. We loaded the 
Open Street Map using the QuickMapServices module. Subsequently, the 
measured PM10 and PM2.5 concentration values were assigned to the coordinates 
in g/m3, and the new layer was saved as an "shp" file. Then, the particulate dust 
concentrations were mapped using the inverse distance weighting (IDW) method. 
This is based on the fact that the weighting varies inversely with distance. On the 
resulting map, we set the display to "Palette / Custom Values" for the properties 
and the "Duplicate" function for the blending mode. Thus, the higher 
concentration values are displayed in red, while the lower ones are shown in blue, 
and the measurement paths and the base map are visible. We provided the finished 
maps with a scale, direction sign and legend. 

In terms of all measurements, the concentration of particulate matter was 
remarkably high during the afternoon measurements, as shown in Fig. 6. 
Furthermore, the highest air load was on the Veszprém road section of the 
measurement route instead of the main road (highway 71) with generally higher 
road traffic. A similar distribution can be observed for PM2.5. 
 
 
 

  

Fig. 6. PM10 (left) and PM2.5 (right) measurement results of the most polluted day 
(afternoon of March 31, 2021).  

 
 
 
 
During the morning measurement on April 4 (Fig. 7), the environment of 

Veszprém road was again more exposed to air pollution. The highest values were 
found on highway 71 Veszprém Road and measured at the intersection of Thököly 
út, connecting it with the main road. There is a lot of traffic at this intersection 
every day. 
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Fig. 7. PM10 (left) and PM2.5 (right) concentrations in the morning of April 4, 2021. 
 

 
 
In the afternoon measurement on April 5 (Fig. 8), unlike the previous ones, 

the highest immission was measured mainly not on the main routes, but ins 
típically single lane narrow streets whose small width contribute to higher 
concentraions. In the case of Balázs Béla street, where the air pollution was the 
highest, the topography also strongly influences the air quality. The middle 
section of the road lies in a kind of valley, and towards its two ends, it is usually 
bordered by a stone wall on at least one side. This significantly impedes the flow 
and mixing of air. As the paving of the surrounding streets being inadequate, their 
pollination is intense as well. 

 
 

 

  

Fig. 8. PM10 (left) and PM2.5 (right) concentrations in the afternoon of April 5, 2021. 
 
 
In the case of the third route (Fig. 9), unlike the previous examples, the 

highest air pollution is shown in the vicinity of the main road. This was due to 
increased road traffic between 7 and 8 p.m. 
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Fig. 9. PM10 (left) and PM2.5 (right) concentrations in the morning of June 1, 2021. 
 
 
 

For the fourth route, the concentration of PM2.5 (Fig. 10) was also close to 
the remarkably high concentrations measured at the main road. 

 
 

 

Fig. 10. PM2.5 concentration in the morning of June 3, 2021.  

 

4. Discussion – location of the immission measuring station 

The immission measuring point must permanently be installed on a ventilated 
area, so there can be no disturbing landmarks in the environment that obstruct 
airflow. This condition significantly reduces the amount of suitable regions due 
to the characteristics of the settlement. In addition, a point must be selected that 
has no disturbing emission sources or traffic routes within a radius of 100 m. The 
settlement structure also limits this; the width of the streets does not allow it in 
several places. 
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Given the above factors, the best choice for locating an urban background 
pollution measuring station is a park with enough open space for unobstructed 
airflow. There are two parks in Balatonalmádi and on the coastal promenade. Of 
these areas, the waterside promenade is not suitable for the location of the 
measuring station, as there is significant tourist traffic there, and the visual impact 
of the measuring station must be taken into account. Fig. 11 shows the location of 
the two parks. They are located close to each other at the bus station. For the first 
time out of the two areas, the Szent István Park may be a better choice in terms of 
size. The park along the Széchenyi promenade is rather long than wide, and the 
built-in area is strong here as well, so the airflow is obstructed. In Szent István 
Park, on the other hand, the air can flow freely around the measuring station, but 
there the existence of a distance of 100 m from the traffic road is questionable, as 
the busy bus station is right next to it.  
 
 

 

Fig. 11. Investigation of the location of the immission measuring point in Balatonalmádi.  
 
 
 
 

However, an area in the Vörösberény district may suit the measuring station 
(Fig. 12). There is a local primary school close to the main road (highway 71) and 
there is an open, grassy area between them where air can flow unimpeded. 
Sufficient distance from the traffic road can also be ensured. However, building a 
power supply in the area may require more resources than the previous two 
alternatives. 
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Fig. 12. The proposed area for placing the immission measuring point in Balatonalmádi.  
 
 
 
 
The visible grassy area is currently unused; it is not significant from a tourist 

point of view, so the deterioration of the view is not a factor in the design of the 
measuring station. However, we would prioritize the landscaping in case of later 
utilization, thus creating a buffer zone between the school and the main road. 

5. Conclusion 

Environmental protection is playing an increasingly important role in our daily 
lives. In our research, we dealt with air quality protection, and within that with air 
pollution, its development and monitoring in urban environments. During our 
work, we mapped the air quality of the city of Balatonalmádi, focusing mainly on 
particulate matter. The purpose of immission measurement may be to determine 
the types and concentrations of air pollutants, map the spatial extent and the time 
course of the pollution, predict the dangerous situation, and search for sources and 
possible focal points. In addition, it can be used to obtain data during spatial and 
urban planning, establish official activities (impact assessment, permitting 
procedure), check the effectiveness of measures aimed at protecting air quality, 
provide data for scientific activities, and investigate public complaints. We paid 
special attention to the air pollution of the areas we considered problematic during 
the immission measurements. These are primarily located in the vicinity of the 
main transport routes. Furthermore, since several educational institutions are in 
the settlement, we tried to map their surroundings too. Because of the factors 
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mentioned above, a park with sufficient open space for the unobstructed airflow 
seemed to be the best choice for locating an urban background station.  

We have previously stated that the concentration of airborne dust is highly 
dependent on traffic and road traffic. For this reason, the widespread use of more 
modern, more environmentally friendly vehicles is an important goal. To this end, 
it is necessary to move from petrol and diesel vehicles to more sustainable 
alternatives like car gas (LPG), hybrid and electric vehicles for both passenger 
and freight transport. In the case of passenger cars, the construction and promotion 
of P + R (Park and Ride) car parks can also be adequate. Promoting public 
transport is also an excellent way to reduce air pollution. For this, of course, the 
modernization of the vehicle fleet is essential. Providing discounted travel 
opportunities for the public can also help to promote public transport. In addition, 
supporting cycling by installation of a rental bike network can improve the air 
qiality. However, constructing new cycle paths in older built-up areas may be 
difficult due to the urban structure. 

As we have experienced high immissions on several occasions near two 
educational institutions, it would be essential to intervene in these areas to protect 
children's health. The main road (highway 71) and the slightly busy but similar 
Veszprém road pass near the primary school in Vörösberény, which puts a heavy 
load on the students. There is also a playground next to the school, which is also 
exposed to a load of flying dust. Afforestation should be used in this area to 
sequester contaminants. It would be expedient to reduce car traffic in the vicinity 
of another school in the central part of the town, as afforestation cannot be solved 
there. There may be a successful competition system among students, the essence 
of which is that the classes from which most pupils come to school without using 
a car will be rewarded. In addition to the reform of the transport system, the 
creation of green spaces and the increase of their size is of paramount importance 
againtst air pollution. Tree planting in the settlement improves air quality and has 
a favorable effect on the microclimate, reducing the size of urban heat islands. 
That could make the town more livable. 
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Abstract— Drought, which is often defined as not enough precipitation, does not a mean 
simple lack of precipitation. This condition, which occurs when humidity is less than the 
average value for many years, is caused by a disrupted balance between precipitation and 
evaporation in a region. It is very difficult to predict the start and the end time of drought. 
In the present study, the drought conditions of the stations selected from Yesilirmak Basin 
between 1970 and 2014 were determined by using Z-Score Index (ZSI), China-Z Index 
(CZI), Modified China-Z Index (MCZI), and Standard Precipitation Index (SPI), and the 
compliance of these indices to the SPI was investigated. It was determined that these 
indices gave parallel results to each other, and SPI detected drought earlier than other 
indices. 
 
Key-words: drought indices, drought monitoring; standard precipitation index, Z-score 
index, modified China-Z index 

1. Introduction 

Drought, which is the most dangerous among natural disasters, has not yet been 
defined in full in the world literature. The effects of drought are felt increasingly 
all over the world. In general, human beings become aware of drought when there 
is water shortage (Hejazizadeh and Javizadeh, 2011). It is very difficult to predict 
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the start and end time of droughts because it is a disaster occurring insidiously 
showing effects gradually, and continuing for a long time. Although earthly and 
regional climate characteristics play very important roles in the emergence of 
drought, the change of climate is not the only reason. The reasons for the 
emergence of droughts are not always the same factor in every basin. Also, the 
same lack of precipitation causes different perceptions at different times of the 
year in different areas. The causes of droughts are not yet clearly defined. 
Drought, which is often defined as not enough precipitation, is not a mere lack of 
precipitation. Drought occurs if humidity is less than the average value for many 
years due to a disrupted balance between precipitation and evaporation in an area 
(Downer et al., 1967). 

It has been observed in recent years that researchers have used various 
drought indices with greater emphasis on drought studies with global warming 
(Lloyd-Hughes and Saunders, 2002; Sirdas and Sen, 2003; Yildiz, 2009; Oguzturk 
and Yildiz, 2014, 2015, 2016; Deo and Sahin, 2015; Yue et al., 2015; Osuch et al., 
2016; Ionita et al., 2016; Wang et al., 2017; Gumus and Algin, 2017; Yacoub and 
Tayfur, 2017; Ramkar and Yadav, 2018; Myronidis et al., 2018; Bushra et al., 
2019; Garcia-Leon et al., 2019; Payab and Turker, 2019; Pathak and Dodamani, 
2019; Yenigun and Ibrahim, 2019; Kumanlioglu, 2020; Vergni et al., 2021). Wu 
et al. (2001) compared results of three drought indices (standard precipitation 
index (SPI), China-Z index (CZI), and Z-score index (ZSI)) for China. Morid et 
al. (2006) compared seven different drought indices (SPI, percent of normal (PN), 
deciles iIndex (DI), ZSI, CZI, modified China-Z index (MCZI), and effective 
drought index (EDI)). As a result of the study, it was concluded that DI reacted 
rapidly to precipitation events in certain years, but exhibited temporal and field 
inconsistencies, while SPI and EDI were good at detecting the start of drought 
showing temporal and field consistency, but EDI produced more sensitive results 
than SPI. Dogan et al. (2012) compared six different drought indices in the Konya 
Closed Basin. They used the drought indices of PN, rainfall decile-based drought 
index (RDDI), ZSI, CZI, SPI and EDI. Soleimani et al. (2013) conducted a study 
to determine drought in Talegani city, which is a semi-arid area in Iran and 
analyzed SPI, RDDI, and CZI relatively to each other. They found that SPI 
yielded the best results. Jain et al. (2015) observed drought events in the Ken 
River Basin with SPI, EDI, ZSI, CZI, Rainfall Departure and DI. Zarei et al. 
(2017) compared performance of CZI, ZSI, SPI, and EDI for drought assessment 
in Chaharmahal-Bakhtiari province, Iran. Nedham and Hassan (2019) compared 
SPI, ZSI, and PPA in Iraq. The authors revealed, that all drought indices had a 
strong positive relationship between each other. Katipoglu et al. (2020) 
investigated droughts of the Euphrates Basin with SPI, ZSI, RAI, SPEI, and RDI. 
Sridhara et al. (2021) applied and compared five precipitation-based indices (DI, 
PN, CZI, ZSI, and SPI). Authors stated that SPI, CZI, and ZSI performances were 
similar in identifying drought. Dikici and Aksel (2021) monitored meteorological 
and hydrological drought by 13 drought indices for Ceyhan Basin, Turkey.  
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The purposes of this study were (i) to identify drought events and (ii) to evaluate 
the performance of four meteorological drought indices (ZSI, CZI, MCZI, SPI) in 
the Yesilirmak Basin. The monthly precipitation records of four meteorological 
observation stations (Amasya, Corum, Samsun, and Tokat) located in Yesilirmak 
Basin were used. When longer records are used to calculate drought indices, more 
reliable results can be obtained (Wu et al., 2001). For this reason, applications were 
made for a 45-year-long period between 1970 and 2014, which was the longest data 
range available at the meteorology stations in the basin. 

2. Study area 

The Yesilirmak Basin covers the area in the northern part of Anatolia, which 
discharges its waters into the Black Sea with Yesilirmak. The Basin Area is 
surrounded by the Canik, Giresun, Gumushane, Pulur, Cimen, Kizildag, Kose, 
Tekeli, Yildiz, Çaml bel, Akdaglar, Karababa, negöl, and Kunduz mountain peaks 
with water separation line, and the Black Sea; and constitutes approximately 
38732.8 km2. The precipitation area of the Yesilirmak Basin is 36129 km2, with an 
annual precipitation of 646 mm (TUBITAK, 2010). The localization of Amasya, 
Corum, Samsun, and Tokat meteorological stations used in the study in the basin 
are given in Fig 1 and positional characteristics are given in Table 1. 

 
Table 1. Positional characteristics of selected meteorological stations 

Station Name Station Code Elevation (m) Latitude (N) Longitude (E) 

Amasya 17085 409 40.6668 35.8353 
Corum 17084 776 40.5461 34.9362 
Samsun 17030 4 41.3435 36.2553 
Tokat 17086 611 40.3312 36.5577 

 

 
Fig. 1. Distribution of meteorological stations in the Yesilirmak Basin (TUBITAK, 2010) 
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3. Drought indices 

3.1.  Standard precipitation index 

McKee et al. (1993) developed SPI to identify and monitor regional droughts. In 
fact, SPI ensures the standardized conversion of the observed precipitation 
probability; and can be calculated for desired time periods (1, 3, 6, 9, 12, 24, and 
48 months). Short-term time periods (weekly and monthly) are important for 
agricultural water requirements and water potentials, and long-term time periods 
such as years (12, 24, 36 months) are important for water supply, water resources 
management, and groundwater studies (Mishra and Singh, 2011). SPI can be used 
according to normal, log-normal, and gamma distributions of precipitation 
(Yacoub and Tayfur, 2017). However, it was reported that climatic precipitation 
series match gamma distribution better (Thom, 1958; Mishra and Singh, 2010; 
Yacoub and Tayfur, 2017). The probability density function of the gamma 
distribution, g(x) is given as 
 

  , (1) 
 
and the gamma function is given as 
 
  ,  (2) 
 
where x refers to the amount of precipitation,  is the gamma function,  and 
 are the shape and scale parameters, respectively. SPI requires that a Gamma 

probability density function is adapted to frequency distribution given with 
precipitation totals for a station. The shape ( ) and scale ( ) parameters of the 
gamma probability density function are predicted for each station and time period 
in question. The maximum probability solutions given by Thom (1958) are used 
in predicting the  and  (Bacanli et al., 2009; Bacanli and Kargi, 2019).  and  
are obtained as  

 

  , (3) 

 
where n refers to the number of observations. The resulting parameters are used 
in forming the probability function G(x) given by the following formula (Bacanli, 
2017) 

 

  (4) 
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When t=x/ , the gamma function is by the following formula (Yacoub and 
Tayfur, 2020) 

 
  . (5) 
 
The gamma distribution is non-defined for zero values of x; however, since 

the precipitation series may contain zero values, the cumulative probability 
distribution H(x) for zero precipitation and precipitations other than zero is 
identified as (Lloyd-Hughes and Saunders, 2002): 

 
 

  (6) 
 

where  is the probability of zero. If  is the number of zeros in the precipitation 
time series, it can be predicted as q=m/n. The probability function H(x) is 
converted into SPI that has an average of zero and a variance of 1 with a standard 
normal random value. The SPI value according to the H(x) value obtained in this 
way is calculated by the following formulas (Abramowitz and Stegun, 1965): 

 

  , (7) 

 
and 
 

 ,   (8) 

 
where c0 = 2.515517, c1 = 0.802853, c2 = 0.010328, d1 = 1.432788, d2 = 0.189269 
and d3 = 0.001308 are constant throughout the equation (McKee et al., 1995). 

Dry and humid periods are represented in the same way in the selected time 
period as a result of the normalization of SPI values. The month in which the 
index value falls below -1 is defined as the start of the drought, and the time period 
in which the index continues below -1 is defined as the dry period in drought 
evaluations (McKee et al., 1995; Mishra and Singh, 2011). According to the index 
results, drought categories are given in Table 2. 

3.2. Z-score index 

Raw precipitation data are used in the ZSI method, which is a unidimensional 
drought index. As seen in Eq.(9), it is obtained by dividing the difference of the 
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average into the standard deviation without converting the precipitation to normal 
distribution within the specified time period (Wu et al., 2001). ZSI has standard 
deviation and standard average, in other words, the standard average is 0, and the 
standard deviations of ZSI values are equal to 1, the values above the average are 
positive, and those below are negative. 
 
  ,  (9) 
 
where  refers to the precipitation values in the time period,  refers to the 
average precipitation data, and  refers to the standard deviation. The drought 
classification according to ZSI is given in Table 2. 

3.3. China-Z index 

It is a drought index assuming that the CZI precipitation data fits to the Pearson-
type III distribution. It has been used by the China National Climate Center since 
1995 to monitor drought conditions throughout the country; and is calculated as 
(Morid et al., 2006; Dogan et al., 2012; Jain et al., 2015; Payab and Turker, 
2019): 
 

  , (10) 
 
where  refers to the amount of precipitation converted into normal distribution in 
the time period,  refers to the total number of time periods,  refers to the results 
of the Z-score index, and refers to the skewness coefficient of precipitation data. 
The drought classification according to CZI value is given in Table 2. 

3.4. Modified China-Z index 

The calculation of MCZI is similar to the calculation of CZI, only the median 
value (Me) is used instead of the average in Eq.(10) (Wu et al., 2001; Morid et al., 
2006). The acquisition of the index is given as (Morid et al., 2006): 
 

 ; ; , (11) 
 
where  is the standard variable, and Me refers to the median value of 
precipitation. The drought classification according to MCZI value is given in 
Table 2. 
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Table 2. Classification of drought conditions according to the SPI, ZSI and CZI/MCZI 
(Morid et al., 2006; McKee et al., 1995; Kutiel et al., 1996; Jain et al., 2015) 

Category SPI ZSI CZI/MCZI 

Normal 0.99 to 0.99 0.99 to 0.99 0.99 to 0.99 
Moderately dry 1.0 to 1.49 1.0 to 1.49 1.0 to 1.49 
Severe dry 1.5 to 1.99 1.5 to 1.99 1.5 to 1.99 
Extreme dry 2 2 2 

 
 
 
 

4. Results and discussion 

In the scope of the study, SPI, ZSI, CZI, and MCZI were applied in three different 
time scales (3 months,12 months, 24 months) for 4 meteorological stations 
selected in the Yesilirmak Basin, and the progression of the indices on the time 
axis are given in Figs. 2–5. In the evaluations, SPI was identified as the reference 
index since it showed the beginning of droughts earlier, moreover, it was reliable, 
required only precipitation data, and yielded better results (Morid et al., 2006; 
Dogan et al., 2012; Mishra and Singh, 2011; Yacoub and Tayfur, 2017). 

Figs. 2–5 in which the temporal change of the 4 drought indices were given 
were evaluated, and Tables 3–6 were prepared. The most severe and the longest 
durations of the droughts determined by the indices for each station are 
determined in these Tables, and the start and end dates of the droughts in question 
are given. 
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Fig. 2. Drought indices values of Amasya stationfor 3-, 12-, and 24-month periods. 
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Fig. 3. Drought indices values of Corum station for 3-, 12-, and 24-month periods. 
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Fig. 4. Drought indices values of Samsun station for 3-, 12-, and 24-months periods. 
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Fig. 5. Drought indices values of Tokat for 3-, 12-, and 24-month periods. 
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Table 3. The longest dry periods and the date of the most extreme dry period for Amasya 
station 

Indices The longest dry 
period 

Duration 
(Month) 

Value of the most 
extreme drought Date 

SPI-3 Jun 2013 - Feb2014 8 -4.54 

Aug 2003 ZSI-3 
Aug 2000-Jan 2001 6 

-2.00 
CZI-3 -2.18 

MCZI-3 -2.18 
SPI-12 Jul 1973-Feb 1975 20 -3.17 

Jun2001 ZSI-12 Dec 2013-Okt 2014 11 -2.45 
CZI-12 -2.79 

MCZI-12 Feb 2001-Nov 2001 10 -2.74 
SPI-24 Sep 1973-Feb 1978 54 -2.62 

Nov 1974 ZSI-24 Nov 1991-Nov 1992 13 -2.06 
CZI-24 -3.54 

MCZI-24 May 1975-Dec 1975 8 -3.10 
 
 
 
 
 
 
 

Table 4. The longest dry periods and the date of the most extreme dry period for Corum 
station 

Indices The longest dry 
period 

Duration 
(Month) 

Value of the most 
extreme drought Date 

SPI-3 Jun 2013-Feb 2014 9 -3.54 

Sep 1991 
ZSI-3 

Jul 2013-Feb 2014 8 
-1.92 

CZI-3 -2.37 
MCZI-3 -2.27 
SPI-12 Jul 2013-Sep 2014 15 -3.97 

Feb 2014 
ZSI-12 Sep 1973-Jul 1974 

Nov 1984-Sep 1985 
May 1994-Mar 1995 
Oct 2013-Aug 2014 

11 
-3.04 

CZI-12 -3.00 
MCZI-12 -3.01 
SPI-24 Jun 1994-Jun 1996 28 -2.75 

Jul 2014 
ZSI-24 

Jun 1994-Mar 1996 
22 

-2.28 
CZI-24 -2.52 
MCZI-24  -2.47 
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Table 5. The longest dry periods and the date of the most extreme dry period for Samsun 
station 

Indices The longest dry 
period 

Duration 
(Month) 

Value of the most 
extreme drought Date 

SPI-3 Apr 1976-Oct 1976 
Mar 1985-Sep 1985 7 -3.58 

Aug 2001 

ZSI-3 

Aug 1974-Nov 1974 
Jul 1981-Oct 1981 
Jun 1994-Sep 1994 
Jan 2014-Apr 2014 

4 

-2.08 

CZI-3 

Aug 1974-Nov 1974 
Jul 1981-Oct 1981 
Jun 1989-Sep 1989 
Jun 1994-Sep 1994 
Jul 2001-Oct 2001 
Jan 2014-Apr 2014 

-3.05 

MCZI-3 
Aug 1974-Nov 1974 
Jul 1981-Oct 1981 
Jun 1994-Sep1994 

-2.76 

SPI-12 Mar 1981-May 1983 27 -3.07 

Oct 1981 ZSI-12 
Apr 1981-Jul 1982 16 

-2.44 
CZI-12 -2.59 

MCZI-12 -2.56 
SPI-24 Dec 1980-Mar 1984 40 -2.99 

Jun 1982 ZSI-24 Jul 1981-Sep 1983 27 -2.45 
CZI-24 -2.87 

MCZI-24 Jul 1981-Jun 1983 24 -2.65 
 
 
 
 
 
 
 

Table 6: The longest dry periods and the date of the most extreme dry period for Tokat 
station 

Indices The longest dry 
period 

Duration 
(Month) 

Value of the most 
extreme drought Date 

SPI-3 

Jul 1974-Nov 1974 
Aug 1975-Dec 1975 
Aug 1982-Dec 1982 
Aug 1984-Dec 1984 5 

-3.97 

Sep 1994 
ZSI-3 

Aug 1984-Dec 1984 
-1.96 

CZI-3 -2.13 
MCZI-3 -2.11 
SPI-12 Jun 1973-May 1975 24 -3.13 

Jun 1974 ZSI-12 
Jun 1973-Mar 1975 22 

-2.49 
CZI-12 -2.40 

MCZI-12 -2.44 
SPI-24 Feb 1973-Aug 1977 55 -3.76 

Oct 1974 ZSI-24 
Apr 1973-Sep 1976 42 

-3.11 
CZI-24 -3.04 

MCZI-24 -3.01 
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As seen in Figs. 2–5 and Tables 3–6, according to the results of 3-month 
indices for Amasya, the driest month was August 2003, while June 2001was the 
driest month for the 12-month indices, and November 1974 for the 24-month 
indices (Table 3). For Corum, September 1991, February 2014, and July 2014 
were the driest months for the 3-, 12-, and 24-month indices, respectively (Table 
4). For Samsun, August 2001, October 1981, and June 1982 were found to be the 
driest months according to the results of the 3-, 12-, and 24-month indices, 
respectively (Table 5). For Tokat, the driest month was September 1994 according 
to the 3-month indices, June 1974 for the 12-month indices, and October 1974 for 
24-months indices (Table 6). The driest dates indicated by different drought 
indices in selected time periods for each station were parallel. 

As seen in Tables 3–6, as the time periods examined in the indices 
increased, the duration of droughts increased. Also, among all indices, SPI 
results yielded the longest droughts in all time periods. The longest dry periods 
were 8 months, 9 months, 7 months, and 5 months, respectively, according to 
the SPI-3 results for Amasya, Corum, Samsun, and Tokat; 20 months,  
15 months, 27 months, and 24 months for SPI-12; and 24 months, 28 months, 
40 months, and 55 months for SPI-24. 

It was seen that SPI determined drought earlier than other indices used. This 
was evident in Samsun and Tokat for the 12-month index values and at all stations 
for the 24-month index values. It was seen that the fact that the SPI determined 
the drought earlier was a remarkable feature of the index.  

The correlation matrix and scatter diagrams of the stations were also 
prepared to examine the agreement between the better indices. The correlation (R) 
matrix is given in Tables 7–9, and the scatter diagrams are given in Figs. 6–9. 

 
 
 
 
 
 
 
 
 

Table 7. Correlation matrix of drought indices (3 months scale) 

Station Indices ZSI-3 CZI-3 MCZI-3 

Amasya 

SPI-3 

0.9652 0.9766 0.9766 
Corum 0.9635 0.9892 0.9889 
Samsun 0.9764 0.9989 0.9985 
Tokat 0.9585 0.9721 0.9721 
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Table 8. Correlation matrix of drought indices (12 months scale) 

Station Indices ZSI-12 CZI-12 MCZI-12 

Amasya 

SPI-12 

0.9935 0.9990 0.9990 
Corum 0.9937 0.9931 0.9931 
Samsun 0.9957 0.9983 0.9983 
Tokat 0.9957 0.9935 0.9935 

 

 

 

 

Table 9. Correlation matrix of drought indices (24 months scale) 

Station Indices ZSI-24 CZI-24 MCZI-24 

Amasya 

SPI-24 

0.9951 0.9914 0.9933 
Corum 0.9977 0.9997 0.9997 
Samsun 0.9972 0.9997 0.9997 
Tokat 0.9961 0.9950 0.9950 

 
 
 
 
 

 
Fig. 6. Scatter diagram of Amasya station. 
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Fig. 7. Scatter diagram of Corum station. 

 
 
 

 
Fig. 8. Scatter diagram of Samsun station. 
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Fig. 9. Scatter diagram of Tokat station. 

 
 
 

It was seen that the correlation values in Tables 7–9 ranged from 0.9585-
0.9997, and the indices in scatter diagrams of the stations in Figs. 6–9 were in 
very good agreement with each other. The highest correlation value was found in 
Samsun (0.9989) between SPI-CZI for the 3-month index values, and SPI-CZI 
and the SPI-MCZI pairs for the 12- and 24-month index values. For the 12-month 
results, the correlation value of the indices for Amasya reached 0.9990; and the 
24-month index values reached the highest correlation value of 0.9997 for the 
specified index pairs for Corum and Samsun. When the duration of the indices 
increased, it was found that the correlation values also increased, and the indices 
were more compatible with each other. 

5. Conclusion 

In the present study, drought analysis was made for the Yesilirmak Basin, which 
is one of the basins of Turkey with water potential and drought risk. The data for 
4 meteorological stations selected from the basin between 1970 and 2014 were 
obtained from the Turkish State Meteorological Service. Four different 
meteorological drought indices (ZSI, CZI, MCZI, and SPI), which required 
precipitation data were calculated in three time scales (3-month, 12-month, and 
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24-month); and drought quantities (intensity, duration) were examined. Also, the 
relation of the indices with SPI, which was selected as the reference index, was 
investigated and evaluated. 

As seen in time series tables and scatter diagrams, high correlation values 
were obtained between SPI and ZSI, and CZI and MCZI with graphs compatible 
with each other; and as the time intervals increased, the duration of droughts also 
increased in all indices. Droughts with similar intensities were detected at the 
same time periods for the stations included in the study. The dates of the most 
severe droughts were determined by four droughts indices to have a different but 
single date for each station and each period. Although all four indices showed 
similar time periods as dry periods, it was found that SPI indicated dry periods 
earlier than ZSI, CZI, and MCZI; and these periods lasted longer. In this way, it 
was concluded that SPI detected droughts earlier. These three indices, which were 
applied successfully to determine droughts in the Yesilirmak Basin, are 
recommended to be applied in detailed drought analyses that will be made in the 
basin as an alternative to SPI. 

Drought analyses are very important for relevant ministries in basin action 
plans prepared separately for each basin by public institutions such as General 
Directorate of State Hydraulic Works (DSI) and local governments. Drought 
analysis will be made more realistically to show future water potentials in terms 
of sustainable integrated basin management. 
Acknowledgements: The authors thank the reviewers for their constructive criticisms which have 
considerably improved this manuscript. 
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